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To the Director of the U.S. Patent and Trademgﬂ;'Oﬂice: Please record the attached documents or the new address(es) below.

€L 10304 350>

1. Name of conveying party(ies) 2. Name and address of receiving party(ies)

Open Text S.A. Name: _Open Text S.A.

Tnternal Address:

Additional name(s) of conveying party(ies) attached? [:]Yes No

Et‘
}
)

(o

3. Nature of conveyance/Execution Date(s): Street Address: 40 Avenue Monterey
Execution Date(s)_08/14/201.3

[ ] Assignment [ ] Merger

D Security Agréement DChange of Name
D Joint Research Agreement State:

Government Interest Assignment
L. Country:__LU Zip:_L-2163

D Executive Order 9424, Confirmatory Ltcense
Correction by Declaration for ownership of U.S.

[X ] Other_Pat. 6,615,215 at Reel/Frame 017553 0392 |Additional name(s) & address(es) attached? [_] Yes [X]No

city;_Luxembourg

4. Application or patent number(s): [ ] This document serves as an Qath/Declaration (37 CFR 1.63).
A. Patent Application No.(s) B. Patent No.(s)
09/527,247 6,615,215

Additional numbers attached? D Yes. No

5. Name and address to whom correspondence - |6. Total number of applications and patents

concerning document should be mailed: involved:__1
. Sprinkle IP Law Group / OPEN

Name: CSstomer NG 109477 7. Total fee (37 CFR 1.21(h) & 3.41) $40.00
internal Address: ; See USPTO Doc #103663902

Authorized to be charged to deposit account
Street Address: 1301 W, 25th Street, Suite 408 D Enclosed

D None required {government interest not affecting litle)
City: Austin 8. Payment information
State: Texas Zip:_/8705
Phone Number:

Deposit Account Number. 5031

Docket Number, OPEN1660 P n/am@aﬁdﬁr“@ﬁg%%wﬁ§¥~4%ﬁ‘

AuthorizedgUserdiame Kathgrigayschuster

Email Address: docketing@sprinklelaw.com

R Py SRR

Signature Date
KatharmaW SChUSter Reg 50,000 Total number of pages including cover

Name of Person Signmg ~ sheet, attachments, and documents:

Documents to be recorded {including cover sheef) shoild be faxed to (571) 273-0140, or mailed to:
Mail Stop Assignment Recordation Services, Director of the USPTO, P.O.Box 1450, Alexandria, V.A. 22313-1450
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

DECLARATION

Atty. Docket No.
OPEN1660

| Applicant(s)

W. Clinton Petty

Application Number Filed
09/527,247 March 17, 2000

‘| Patent Number
| 6,615,215

Issue Date
September 2, 2003

For

METHOD FOR GRADUATED LOAD
SENSITIVE TASK DISPATCHING IN
COMPUTING SYSTEM

Group Art Unit Confirmation No.
2175 : 3220

Mail Stop: Assignment Recordation Services
Director

U.S. Patent and Trademark Office

P.O. Box 1450

Certificate of Transmission Under 37 C.F.R. § 1.8

| hereby certify that this correspondence is being
transmitted to the Commissioner for Patents, U.S. Patent

and Trademark Office, P.O. Box 1450, Alexandria, VA
22312-1450 on, A’V{y.df’ /4 2013

Alexandria, VA»22313’—1450

Deilia Narvaiz

Dear Sir:

STATEMENT OF FACTS

) .
1. On July 7, 2000, an assignment paper was recorded by the U.S. Patent and Trademark
Office at Reel/Frame 010952/0855. This recordation lists the sole inventor, Mr. W. Clinton
Petty, of the above-identified U.S. Patent Application as the assignor and CommerceQuest Inc.
as the assignee, evidencing a transfer of title and ownership of the above-identified U.S. Patent

Application from the inventor to CommerceQuest inc. See Exhibit A, “Assignment 1”.

2, On October 12, 2005, an assignment paper was recorded by the U.S. Patent and
Trademark Office at Reel/Frame 017073/0506. This recordatibn lists CommerceQuest inc. as
the assignor and Metastorm, Inc. as the assignee, evidencing a transfer of title and ownership of .
the above-identified U.S. Patent Application from CommerceQuest Inc. to Metastorm, Inc. See
Exhibit A, “Assignment 3",
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3. On July 11, 2012, an assignment paper was recorded by the U.S. Patent and Trademark
Office at Reel/Frame 028559/0298. This recordation lists Metastorm Inc. as the assignor and
Open Text S.A. as the assignee, evidencing a transfer of title and ownership of the above-
identified U.S. Patent Application from Metastorm Inc. to Open Text S.A. See Exhibit A,

“Assignment 5",

4. The recorded “Assignment 1,” “Assignment 3,” and “Assignment 5" reflect the true chain-
of-title for the above-identified U.S. Patent Appiication.

5. On May 24, 20086, an assignment paper was recorded by the U.S. Patent and
Trademark Office at Reel/Frame 017663/0392. This recordation lists Lantronix, Inc. as the
assignor and Silicon Valley Bank as the assignee, showing a grant of security interest in the
above-identified U.S. Patent Application from Lantronix, Inc. to Silicon Valley Bank. See
Exhibit A, “Assignment 4”.

6. On May 23, 2012, the undersigned reviewed the assignment history and, upon seeing
Assignment 4 in the assignment history for the above-identified U.S. Patent Application,
determined to order a copy of the assignment paper (the “Lantronix Security Agreement”)
recorded by the U.S. Patent and Trademark Office at Reel/Frame 017663/0392. A copy of the
assignment history dated May 23, 2012 is enclosed herewith as Exhibit B. A copy of the

Lantronix Security Agreement is enclosed herewith as Exhibit C.

7. Page 3 of the Lantronix Security Agreement describes U.S. Patent No. 6,615,215,
September 2, 2003, as “Switch Node for Connecting a Keyboard Video Mouse to Selected
Servers in a Interconnected Switch Node Network.” See Exhibit C.

8. The above-identified U.S. Patent Application, issued as U.S. Patent No. 6,615,215 on
September 2, 2003, is entitled “METHOD FOR GRADUATED LOAD SENSITIVE TASK
DISPATCHING IN COMPUTING SYSTEM.” A copy of U.S. Patent No. 6,615,215 is enclosed
herewith as Exhibit D.
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9. The description for U.S. Patent No. 6,615,215 on page 3 of the Lantronix Security
Agreement (see Exhibit C) does not match the actual title of the invention for U.S. Patent No.
6,615,215 issued on September 2, 2003. See Exhibit D.

10. Open Text S.A. is the correct owner of U.S. Patent No. 6,615,215. Open Text S.A. has
attempted to contact Silicon Valley Bank and the correspondent “CBC!NNOVIS DBA FEDERAL
RESEARCH?” responsible for requesting the recordation of the Lantronix Security Agreement to
request that they immediately file corrective papers with the U.S. Patent and Trademark Office
to remove the improperty recorded Lantronix Security Agreement from the chain of title of U.S.
Patent No. 6,615,215. ' )

a. A letter addressed to Oleh Hereliuk, CBClnnovis dba Federal Research, 1023
Fifteenth Street, NW, Suite 401, Washington, DC 20005, was ma'i!ed on
February 14, 2013 by certified mail, return receipt requested. It was returned by
the U.S. Postal Service unsigned and with the address crossed out. A copy of
the returned certified mail envelope with the unsigned return receipt is enclosed
here as Exhibit E. '

b. Separately, a letter addressed to Silicon Valley Bank, 3003 Tasman Drive, Santa
Clara, California 95054, was also mailed on February 14, 2013 by certified mail,
return receipt requested. The letter was accepted by Silicon Valley Bank. A copy
of the signed return receipt is encloséd here as Exhibit F. However, as of June
18, 201 3 (see Exhibit A), the improperly recorded Lantronix Security Agreement
remains in the chain of title of U.S. Patent No. 6,615,215.

11. The previously recorded Lantronix Security Agreement was submitted with erroneous
information. Lantronix, Inc. was gggg_r in the chain-of-title for the above-identified U.S. Patent
Application and thus has no right, interest, or title whatsoever to grant any security interest in
U.S. Patent No. 6,615,215 to Silicon Valley Bank. Consequently, Silicon Valley Bank is not an
assigﬁee of and does not own U.S. Patent No. 6,615,215 issued on September 2, 2003.

12. The Lantronix Security Agreement was improperly recorded at Reel/Frame
017663/0392. The improperly recorded Lantronix Security Agreement should not be in and
shouid be removed from the chain of title of U.S. Patent No. 6,615,215.
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13. The true chain-of-title for U.S. Patent No, 6,615,215 should not be considered altered by
the incorrect recordation of the Lantronix Security Agreement or the Lantronix Security

Agreement itself.

14. The last correct assignee, Open Text S.A., has been, and continues to be, the owner of
U.S. Patent No. 6,615,215.

[, Katharina W. Schuster, am the attorney of record for the above-identified U.S. Patent
Application. All statements of my own knowledge contained in this Declaration are true, and
that all statements made on information and belief are believed to be true.

Respectfully submitted,

SPRINKLE IP LAW GROUP
Attorneys for Applicant

Katharina W. Schuster
Reg. No. 50,000

Date: 74013 LY 2013

1301 W. 25" Street, Suite 408
Austin, TX 78705

Tel. (512) 637-9220

Fax. (512) 371-9088
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Assignments on the Web > Patent Query

Patent Assignment Abstrac

USPTO Assignments on the Web

Ry

t of Title

NOTE:Results display only for issued patents and published applications. For

pending or abandoned applications please consult USPTO staff.

Total Assignments: 5

Patent #: 6615215 Issue Dt: 09/02/2003 Application #: 09527247 F'iling Dt: 03/17/2000
Inventor: W, Clinton Petty

Title: METHOD FOR GRADUATED LOAD SENSITIVE TASK DISPATCHING IN COMPUTING SYSTEM

Assignment:
Reel/Frame:

Conveyance:
Assignor:
Assignee:

Correspondent:

Assignment:
Reel/Frame:

Conveyance:
Assignor:

Assignees:

1

010952/0855 Recorded: 07/07/2000

Pages: 3

ASSIGNMENT OF ASSIGNORS INTEREST (SEE DOCUMENT FOR DETAILS).

PETTY, W, CLINTON
COMMERCEQUEST INC.

3550 WEST WATERS AVENUE
TAMPA, FLORIDA 33614

FOLEY & LARDNER

WILLIAM T. ELLIS
WASHINGTON HARBOUR

3000 K STREET NW, SUITE 500
WASHINGTON, DC 20007-5109

SECURITY INTEREST (SEE DOCUMENT FOR DETAILS).

COMMERCEQUEST, INC.

BLACKBURN, F. SCOTT

16403 AVILA BOULEVARD

TAMPA, FLORIDA 33613

THOMAS, GUY RICHARD, AS COLLATERAL AGENT
16404 AVILA BOULEVARD

TAMPA, FLORIDA 33613

ROTH, PAUL, AS COLLATERAL AGENT
CAROLINE ROTH 2602 BROOKER TRACE LANE
VALRICO, FLORIDA 33259

ROSENHTAL, ALAN HY, AS COLLATERAL AGENT
902 SPRINGDALE ROAD, N.E.

~ ATLANTA, GEORGIA 30306
ALLEN HY ROSENTHAL IRREVOCABLE TRUST-DATE MAY 1, 2000, THE

013033/0197 ' Recorded: 06/26/2002

Exec Dt: 05/15/2000

Pages: 6

Exec Dt: 06/24/2002

902 SPRINGDALE ROAD, N.E.

ATLANTA, GEORGIA 30306

FORESTER, MICHAEL, AS COLLATERAL AGENT
109 EAST RIDGE DRIVE

LOUISVILLE, MICHIGAN 35339

SUAREZ, JACK, AS COLLATERAL AGENT
16401 AVILA BOULEVARD

TAMPA, FLORIDA 33613
TAYLOR, TODD, AS COLLATERAL AGENT

assignments_uspto.goviassignments/q 2db=pat&qt=pat&reel=8&frame=&pat=66152158pub=&asnr=&asnri=8asne=&asnei=8&asns=
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6/15/13 USPTO Assignments on the Web
934 GUISANDO DE AVILA
TAMPA, FLORIDA 33613
STANLEY, PAUL, AS COLLATERAL AGENT
© 16407 AVILA BOULEVARD
TAMPA, FLORIDA 33613
STANLEY, SHERRI, AS COLLATERIAL AGENT
16407 AVILA BOULEVARD
TAMPA, FLORIDA 33613
Correspondent: FRED DUGUAY, ESQ.
KEVIN M. HANKS
2202 NORTH WEST SHORE BOULEVARD
SUITE 600
. TAMPA, FLORIDA 33607
Assignment: 3 - T U R R T L e e T
Reel/Frame: 017073/0506 ' Recorded: 10/12/2005 Pages: 5

\

Conveyance: ASSIGNMENT OF ASSIGNORS INTEREST (SEE DOCUMENT FOR DETAILS).
Assignor: COMMERCEQUEST, INC. Exec Dt: 10/05/2005

Assignee: METASTORM, INC.
8825 STANFORD BOULEVARD, SUITE 200
COLUMBIA, MARYLAND 21045

Correspondent: VENABLE LLP
P.0O. BOX 34385

WASHINGTON, DC 20045-9998
Assignment: 4 ,‘ | - | ,:f: ‘, , e o
Reel/Frame: 017663/0392 Recorded: 05/24/2006 Pages: 16
Conveyance: SECURITY AGREEMENT
Assignor: LANTRONIX, INC. Exec Dt: 05/17/2006

Assignee: SILICON VALLEY BANK
3003 TASMAN DRIVE
SANTA CLARA, CALIFGRNIA 95054
Correspondent: CBCINNOVIS DBA FEDERAL RESEARCH
1023 FIFTEENTH STREET, NW, STE 401
ATTN: OLEH HERELIUK
WASHINGTON, DC 20005
Assignment: 5 T S
Reel/Frame: 028559/0298 Recorded: 07/11/2012

Pages: 45

Conveyance: OFFICER'S CERTIFICATE

Assignor: METASTORM INC. ) Exec Dt: 05/29/2012
Assignee: OPEN TEXT S. A. :
40, AVENUE MONTEREY
LUXEMBOURG, LUXEMBOURG L-2163
Correspondent: SPRINKLE IP LAW GROUP
1301 W 25TH STREET, SUITE 408
AUSTIN, TX 78705

Search Results as of: 06/15/2013 09:356 PM
If you have any comments or questions concerning the data display ed, contact PRD / Assignments at 571-272-3350. v.2.3.3
Web interf ace last modified: Apr 8, 2013 v.2.3.3

| HOME | INDEX] ASEARCH | eBUSINESS | CON

B

TACT US | PRIVACY STATEMENT

assignments.uspto.g oviassig nments/q ?2db=pat&q t=pat&reel=&frame=&pat=6615215&pub=&asnr=&asnri= &asne=&asnei= &asns= ‘ 22
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USPTO Assignments on the Web

»

;Assmnments on the W b > Paten; Q [1

Page 1 of 2

Patent »Assignment Abstract of Title

NOTE:Results display only for issued patents and published ggg lications. For
pending or abandoned applications please consult USPTO staff.

y

Total Assignments: 4

Patent #: 6615215 Issue Dt: 09/02/2003 "Application #: 09527247 Filing Dt: 03/17/2000

Inventor; W. Clinton Petty

Tit(e. METHOD FOR GRADUATED LOAD SENSITNE TASK DISPATCHING IN COMPUTING SYSTEM

Reel/Frame' .Q10_9_52./Q§i5 Recorded. 07/07/2000
Conveyance: ASSIGNMENT OF ASSIGNORS INTEREST (SEE DOCUMENT FOR DETAILS)
Assignor: PETTY, W. CLINTON
Assignee: COMMERCEQUEST INC.
3550 WEST WATERS AVENUE
TAMPA, FLORIDA 33614
Correspondent: FOLEY & LARDNER
WILLIAM T, ELLIS
WASHINGTON HARBOUR
3000 K STREET NW, SUITE 500
WASHINGTON DC 20007 5109
Asslgnment 2 T B U e S S P UR O
Reel/Frame: 2&0.3.3&1_9_2 Recorded: 06/26/2002
Conveyance: SECURITY INTEREST (SEE DOCUMENT FOR DETAILS).
Assignor: COMMERCEQUEST, INC.
Assignees: BLACKBURN, F, SCOTT
16403 AVILA BCULEVARD
TAMPA, FLORIDA 33613
THOMAS, GUY RICHARD, AS COLLATERAL AGENT
16404 AVILA BOULEVARD .
TAMPA, FLORIDA 33613
ROTH, PAUL, AS COLLATERAL AGENT
CAROLINE ROTH 2602 BROOKER TRACE LANE
VALRICO, FLORIDA 33259
'TAL Y, A
902 SPRINGDALE ROAD, N.E.
ATLANTA, GEORGIA 30306
ALLEN HY ROSENTHAL IRREVOCABLE TRUST-DATE MAY 1, 2000, THE
902 SPRINGDALE ROAD, N.E.
ATLANTA, GEORGIA 30306
E_QEESIMHAEL‘AS_CQLLAIE&&L_AQEM
109 EAST RIDGE DRIVE
LOQUISVILLE, MICHIGAN 39339
SUAREZ, JACK, AS COLLATERAL AGENT
16401 AVILA BOULEVARD
TAMPA, FLORIDA 33613
TAY] E
934 GUISANDO DE AVILA
TAMPA, FLORIDA 33613

Pages: 3

Exec Dt: 05/15/2000

Pages: 6

Exec Dt: 06/24/2002

httn//acgi onmente nentn oav/aca onmento/nPdhomnat frat=nat Lrraal=Lrfrarm am Crmat—KL L1 LN 1 & Prmvrbom 4o TaTat el
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USPTO Assignments on the Web
16407 AVILABOULEVARD
TAMPA; FLORIDA 33613
STANLEY, SHERRL AS COLLATERIAL AGENT:
16407 AVILA BOULEVARD
TAMPA, FLORIDA 33613
Correspondent: FRED DUGUAY, ESQ.
KEVIN M. HANKS
2202 NORTH WEST SHORE BOQUUEVARD
SUITE 600 R
TAMPA, FLORIDA 33607

Assignment: 3 .
Reel/Frame: 01707370506 Recorded: 10/1272005

Conveyance: ASSIGNMENT OF ASSIGNORS INTEREST (SEE:DOCUMENT FOR DETAILS).

Assignor: W
Assignee:- m&._rvc_
‘8825 STANFORD BOULEVARD, SUITE 200
COLUMBIA; MARYLAND 21045,
Correspondent: VENABLE LLP
P.O. BOX 34385
WASHINGTON, DC 20045-9998
Assignment: 4
Reel/Frame: 017663/0392 Recorded: 05/24/2006
Conveyance.SECURHYAGREEMENT
& Assignor: LANTRONIX, INC. >
Assignee: SILICON VALLEY BANK
3003 TASMAN DRIVE
SANTA CLARA, CALIFORNIA 95054
Correspondent: CBCINNOVIS DBA -FEDERAL RESEARCH
1023 FIFTEENTH STREET, NW; STE 401
ATTN: OLEH HERELIUK
WASHINGTON, DC 20005

Page2 of 2

Pages: 5

Exec Dt: 10/05/2005"

Pages: 16

Exec Dt: 05/17/2006

Search Results as of: 06/23/2012 08:11 PM

If you have any comments-or questions concerning the data dnsptayed contact PRD { Assignments at'671-272-3350. v.2.3.1

Web mlerface tast mod:f ed; Jan 28

2012v.2.3:1

| HOME l INDEX] SEARCH | eBUSINESS | CONTACT US i PRIVACY STATEMENT

httrne//accionmente 1tentn wr\v/acci‘cr’nn1p'nfcfr‘t“?_r1k=naf,?pn?_—_—nﬁﬂrr;sa’?l:.—.l?r&amom.?r“n%?;ﬁé1 &V E Rrmrvh— £/ MAIN
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PATENT ASSIGNMENT

Electronic Version v1.1

Stylesheet Versior v1.1
. ) N
SUBMISSION TYPE: NEW ASSIGNMENT
NATURE OF GONVEYANCE: ")l Security Agreement
CONVEYING PARTY DATA
Name . H Execution Dale
ILANTRORIX; INC. ‘ ' llpsi 72008
RECEIVING PARTY DATA
{[Name: - Jlsiicon vaLLEY BANK
{{street Address’  [13003 Tasman Driva
licity: llsanta Ciara
{state/Country: fcaLiFornA
[[Postat Code: llososs
PROPERTY NUMBERS Total: 23 ¢
Property Type Number
Patant Number: 4972368 i
Patent Numbser: 4972470 §
Patent Number: 5272568
Palent Number: 5410363 8
5=
Patent Number: 6571305 o
i
Patent Number: 5615215 .
Patent Numbuor: HeBis272 - 2
Patent Number: 6381096 )
Patant Numbar: 116808660 -
Paleni Numbes: 6922748
[{Avptication Number. Aeor9tivg o
‘Application Number: 01900
Application Number: 11 10896088
Application Number,

500107878
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Application Numbaer: 10909981
Appiication Number: 11060664
Appiication Number: 11075266
{[Application Number: 11084342
Appilication Number: 10712084
Application Number: 09780085
‘I Appiication Number: 1031643
Application: Numibior: 10229261
CORRESPONDENCE DATA - e
Fax Number. (866)459-2899 ) - )
Corrasporidente will be sent via 1S Mail when the lax attempt is unsuccesshil
Phone: 202.783-2700 ’
Emait: - Oleh. Horelivk@federatresearcn.com
Correspondent Narne: CBClnnovis doa Federal Research . : ,
Address Line 1: 1023 Fifisenth Street. W, Sle 401
Address Line 2: attn: Oleh Hereliuk }
Address Line 4. Washington, DISTRICT OF COLUMBIA 20005 .
ATTORNEY DOCKET NUMBER! 358157
NAME OF SUBMITTER: Oleh Hereliuk

Total Attachments: 15
source=359157¥paget.uf
source=359157#page? tif
source=359167#paged it
saurce=359157#paged it
source=3591578page5. tif
source=3591578page6.ul
source=359157kpage7 af
sourca=3591574pages.ul
source=358157ipage9 tf
source=159157#page 0.t
| source=358157#page " 10t
wource=1581574pageta !
source=354157dpage 1 3.0f
source=3591578page 14.4¢

source=359157#page 15.4!
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Descripion . Registration/ Registration/

Application Application
Intelligem Seriat /O Subsystem 4,972,368 Nov. 20, 1990
Programmable Connector 4,972,470 Nov. 20, 1990
Two Level Fiber Optic Communication from 5,272,558 Dec. 21,1993
Three-Valve Electronic Signal Source
Automatic Gain Controf Device for Transmitting 5,410,363 April 25,1995
Video Signals between 2 locations
Systern for Extending Length of a Connection 10 2 6,571,305 May 27, 2003
USB Peripheral
Switch Node for Connecting 8 Keyboard Video 6,615,215 Sept. 2, 2003
Mouse to Selected Servers ina Interconnected
Switch Node Network
Switch Node for Connecting @ Keyboard Video 6,615,272 Sept. 2, 2003
Mouse to Selected Servers in 8 Tnterconnected
Switch Node Network
Compact.Scrial ‘['o Ethernet Conversion Port 6,881.096 April 19, 2005
Sysiem for Extending Length of a Connection 0 3 6,898,660 May 24, 2005
S8 Peripheral
System for Extending Length of a Connection to a 6,922,748 July 26, 2005
USB Peripheral
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Liescription

System and Method for Debugging Software
#ipplicativns on Remole Devices

Mcthod and System For Program Transformation in
M 4 Ruritime Envir ts, Based Upon Flow

Sensitive Loeal Type Constraint Analysis .
Secure Data Transfer Using an Embedded Sysiem

Secure COf‘;f.?on Redircctor Overview

Method and System for Program Transformation
In-Band Firewall for un Embedded Sysiem
Serigl-To-Ethernet Coﬁvemion Port

Data Syndication Apparsivs and Methods
Wireless Communication Port

Communication Protocol Converter & Method of
Protocol Canversion

Sister Application to Dala Communication
(Controller & Methods
Remote Mansgement Module and Methods

Licthod and System for Dynamic Distributed
Object-Oriented Enviroament

Registralion/
Application

107791,109

10/7794,110

10/896,088
101929,858
10931,539
10/909,981
1 1/060,664
11/075,266
11/084,342
10/712,084

09/780,985

117031,64
10/229,251

Registration/
Application
Daie

Mareh 2, 2004

March 2, 2004

July 21, 2004

Aug. 30,2004

Sept. 1, 2004 R
Sept. 3, 2004

Feb. 17, 2003

!&;!arch 7,2003
March 17,2005

June 14, 2005

Nov. 15, 2004

Aug. 27, 2002
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INTELLECTUAL PROPERTY SECURITY AGREEMENT

This lntelicctual Propeity. Security Agreement is entered into as of May 27, 2006 by and
between SILICON VALLEY BANK (“Secured Party”) and LANTRONTX, INC, ("Grantar™).

BEQ} TALS

A Secured Party: and Grantor are. entering into that cerwin Loan and Secusity
Agrccmcnt of ewn dau: hcrewuh (as the same may be ammded mndxﬁed or. supplcmcmed from

certain Loan and Sccunty Agrecment (Exim ngam) of: even date herewith (as the same may be
amended, modified or supplemented from time to time, the "Exim Loan Agreement”; capitstized
tenns used hercin which are wot defined, have the meanings set forth in the Exim Loan
Agreement), ,

B. Pursuant 16 the terms of the: Lodn Agrecmcm and the Bxim Losn Agreemen,
Grantor Has granted (o Secured Party 8 security interest in gl of Grantor's right, title and interest,
whether presently cx:suns or hereafler acquired, in, 1o all Imellec!ual Property and ol other
Collateral.

NOW, THEREFORE as collateral security for the payment and performance when duc
of all of the Obligations, Granter hereby grants, represents, svarrants, covcnanw and agrees as
follows:

AGREEMENT

1. Grant of Security Interest, To secure all of the Obligations, Grantor granis snd
pledges to Secured Party a security interest in afl of Grantor's right, title and interest in, (o and
under its Intellectual Property (as defined in the Loan Agreement and Exim Loan Agreement,
respectively), including without limitation the following:

{a} Al of present and future United States registered copyrights and copyright
vegistrations, including, without timilation, the regitered copyrights, maskworks, software,
compuley programs and other works of authorship subject to United States copyright protection
listed in Exmm.éu 1o this Agreement (and including ail of the exclusive rights afforded s
uopynght registrant in the United States under 17 1.8.C. §106 and any exclusive rights which
nay inthe future arisc by act of Congress or otherwise) and alf present and future applications
for copyright registrations (including appl:ca!mns for copyrigit registrations of derivative works
and compilations) (collectively, the “Registered Copynghts") -and -any and all royaltics,

payments, and other amotnts payable o Grantor in.connection with the Registered Copyrights,

together with all renéwals and extensions of the Registered Copyrights, tie right to recover for all
pasx prcsenl and future infringements of the Registered Copynghla. and alf computer programs,

puter program flow diagrams, source codes, object codes and all
!angxblc property embodying of incorporating the Registered Copyrights, and sl other rights of
every kind whatsoever secruing thercunder of pertaining thereto,
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(b} Al present’ and future copyrights, maskworks, software, compuicr
programs and other works of ‘authorship subject to {or capahl of b i ibject to) United
States copyright protection which-are not registored in the United States Copyngh Office {the
“Unregistered Copyrights), whether now owned or hereaficr acquired, including without
limitation the Unrcgistored Copyrights listed in Exhibit A:2 to this Agreement, and any and all
royalties, payments, and other amounts payabls to Grantor.in ion with the Unregisicred
Copyrights, together with all rencwals and extensions of the Unregistered Copyrights, the right 1o
recover for all past, present, and fiture infringements of the Unregistered Copyrights, and all
computer programs, computer databases, computet program fow diagrams, source codes, object
codes and sl tangible property embodying or mwrpomnng the Unregistered Copyrights, and &)
other rights of every kind wh o det or perizining thereto. The Registersd
Copyrights and the Unregistered: Ccpynghxs collectively are referred to herein as the
"Cop)yrights.”

{c) Al right, title and interest in and to any and all present and future license
agreoments with respect to the Copyrigits,

(@) Al present and future sccounts, accounts receivable, royalties, and other
rights to payment arising from, in'connection with or relating to the Copyrights. ’

) {e) . All'p patent applications and like profections including, without
limitation, improvements, divisions, continuations, renewals, ‘reissues, extensions and
continuations-in-part of the same, including without limitation the patents and patent applications
sct forth on Exhibit B attached heveto (coMlectively, the "Palents™);

. Al undemark and scmccma:k rights, whether registered or not,
applications to rcg:sm and registrations of the same and like protections, and the-entire. goodwnl
of the business of Grantor connected with and symbcltzed by such trademarks, including without
limitation those set forth on Exhn!m [o} hed hqe:e {collectively, the "Trademarks™);

(2). Any and all claims for damages by way of past, presemt and fiture
infringements of any of the rights included above, with the right, k! not the obligation, to sue for
and collect such damages for said use or infringement of the rights identified above;

(hy ' Al lcenses or ‘other rights to use any of the Copyrights, Palents or
Trademarks, and all license fees and roynities adsing from such usc to the extent perminted by
such license or rights;

{1y All" amendments, cxtensions, renewals md extensions of any of the
Copyrights, Trademarks or Patents; and

(6] All proceeds and producis of e foregoing, mcludmg without limitation
all payments under insucance or any indemnity or warranty paysble in respect of any of the
foregoing, and all license royalties and procecds of mfnngcmcm suits, wnd all rghts
cotresponding 1o the foregoing lhroughum e world and alj re-issues, divisions continuations,
renewals, ex and ic ant of the ROINg.

I
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- fotlows:

 “ottier works of authorship registered with the United-States Copyright Office execpt s disclosed.

- M"Ex_hl'bi(jhzl herzio.

; () Granor shall undertake all reasonuble measuses 10 couse'its employess,
agents and independent contraciors to susign to Grantor all rights of “authorship - to any
copyrighted material in which Grantor has or may subsequently scquire-any right or isiterest,

Grantor shall promptly sdvise Secured Pasty of any Trademask, Patent or

(c} Uy
Copyright not specified in this Agreement, which is hereafter acquired by Grantor,
(&) Grantor shall nol register any maskworks, software, computer programs or

other works of authorship subject 1o Uniited States-copyright protection with the United States
Copyright Office without first complying with the following: (i) providing Secured Party with at
tedss 15 days prior written notive thereof, (i) providing Secured Party with a copy of the
application for any such registration and (ifi) ecuting and filing sich othet instruments, ‘and
taking such further actions as Sect d Parly may bly request:from lime to time to perfect
© Or- continiie the perfection of & Hateral, includ

- limitation-the filing with the United .S

3

.
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Party greater nghts or remcdm shall gover, it being ‘understood that the purpose of this
Agreement is to sdd 1o, and not detract from, the rights graited to Secured Party under the Loan
Agreemen and Exim Lban Agrecment, respestively, This Agrcemcm the Loan Agrecment, the
Exim Loan Agreement and the other Loan Documents coraprise the entire sgroement of the

partics with respect to the 3 add d in this Agr t. This Agr { shall be
govemed by the laws of the State of Caht‘omu, wlthoul rcgm for choice of law provisions.
Gruntor and Secured Party to the ve jurisdiction of any-state or federal coun
tocated in Santa Clara County, California.

S, WAIVER OF RIGHT IQ JURY TRIAL. SECURED PARTY AND

GRANTOR EACH HEREBY WAIVE THE RIGHT TO TRIAL BY JURY IN ANY
ACTION OR PROCEEDING BASED UPON, ARISING OUT OF, OR IN ANY WAY
RELATING TO: () THIS AGREEMENT; OR (II) ANY OTHER PRESENT OR
FUTURE INSTRUMENT OR AGREEMENT BETWEEN SECURED PARTY AND
GRANTOR; OR (11I) ANY. CONDUCT, ACTS. OR OMISSIONS OF SECURED PARTY
OR GRANTOR OR ANY OF THEIR DIRECTORS, OFFICERS, EMPLOYEES,
AGENTS, ATTORNEYS OR ANY OTHER PERSONS AFFILIATED WITH SECURED
PARTY OR GRANTOR; IN EACH OF THE FOREGUING CASES, WHETHER
SOUNDING IN CONTRACT OR TORT OR OTHERWISE,

IN WITNESS WHEREOQF, the partics have cause this Intelicctual Property Security
Agreement 1o be duly executed by its officers thereunto duly authorized 23 of the first daic
written above.

Address of Grantor: Grantor:

15353 Barrancg Parkway Lantronix, Inc.
trvine, CA 92618

DHM [ S VT 4

Jevea B variraa.
Address of Sccured Party: Secured Party:

3003 Tasman Drive SILICON VALLEY BANK
Sonia Clara, California 95054

By, L psten~
Title: View Progideal

Forn. 102
Document Vervoa: 0
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LXUIBIT B

ISSUED PATENTS *

ToteHigent Serinl 10 Subsystem
Brogrummable Connecor

Two Level Fiber Optic Communication from
Theee-Valve Eleetronie Signal Source

Awtainatic Gain Control Device for Transmitting
Video Signals between 2 locations

System tor Extending iength of a Conncction wa
USH Peripheral

Switeh Nowe Tor Connecting a Keybourd Video
Mouse t0 Selected Servers in a faterconnected
Switeh Node Network

Switvh Nele for Connecting 2 Keyboard Videa
Mouse v Selected Servers in @ Interconnecurd
Switch Node Network

Compant Surisd To Ethernet Conversion Port

Sysivm for Extending Lengih of a Conneetion o a
UISB Peripheral

System for Extending Leagth of a Connection wa
VISR Peripheral

‘Registration/
Application

4.972.368
4972470
5.272.538

$5410.363
6.571.305

0,615,215
66153272

6,881,080

G.898.000

6.922.74%

Registration/
Application

Nov, 20, {9%)
Hov, 20, II GH)

© Dee. 21, 1993
April 25, 1995
_ May 27. 2003

Sepl. 2, 2003
Sept. 2. 2003

April (9, 2003

Muy 24, 2003

July 26, 2005
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Description

System and Method (or Debugging Software
Applications on Remole Devices

Mathod and System For Program Transformation in
Managed Runtime Envir Based Upon Flow

Sensitive Loval Type Constraint Analysis

Sveure Data Transler Using an ¥mbedded Systemn
Seeure COM Port-Redirecior O\'crvic;v

Method and System for Program T'ransformation
In-Band Firewal! for an Limbedded Sysiem
Scrial-To-Ethemet Conversion Port

1t Syndication Apparatus @nd Mcthods
Wircless Cummuniwtidx) Port

Communication Protocol Converter & Method.of
Protocol Conversion

Sister Application W Data Communication
Controtler & Methods

Remote Management Madule and Mcthods

Methiod and System for Dynamic Distributed
OUbjeci-Uriented Enviropmem

Registration/
Application

10/791,109

107791410

10/896,088
10/929,858
10/931.53%
/909,981
11/060,664
11/075.266
11/084,342
10/712.084

09/780,985

11/031,643
1229251

Registration/
Application
Lag

March 2, 2004

March 2, 2004

July 21, 2'00'1
Aug. 30, 2004

Sept. 1, 2004

Sépt. 3, 2004
Feb. 17,2005
March 7, 2005
Musch 17,2005

" June 14, 2005

Nov. 15, 2004

Aug. 27, 2002
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LANTRONIYX, INC.
rademarks - Updated: 3/23/2006

Lo Mark Ly LStaty Natey” -
AN PORT U8} 041172005 Abandoned -
CeliBox (US) G772672005: Notice of Stancard characier mark
. Allowance
DSTNI{US) 05/03/2005; Registered on Standard character mark
April 18, 2005
CEASYBERVER 11 (US) TOI05/2605: Seclons 6 815 | Stand. Thark
Declarations scceptad
EVGLUTION 05 (US) GA0T2005: T4 383rch Siondard charactor mork
Q3/22/2005. TM opp fled
INTELLIBOX (US} | DS/0W2005; Notice of Standard characior mark
Allowanco
LANTRONIX (Csnada) 09/23/2004- Declaraton of
Use requied :
LANTRONK (Germany] TI72B/3004: Corticats of
} ) | Renawal )
- [CARTRONIX T3opor) TITT72605: Reghten
CANTRONBLNG G1/202006: Rogistered
CANTRONIX (T5wan] "05703/2006; rerowal Jua
0812712008: Certificate of
| Ranawal
LANTRONIX (US}) ) Standard charactor mark
CANTRONIX NET G4TTar2005; Abandansd -
INTELLIGENCE :
MairX-Hub (US) 1172472004: Notico of Snylized form |
Publication ;
0323/2005: Carrocton of
} Mistake in Registration
NETPEER (US) 0771172005; Deciaration of Stendard charecior mark
Continupd Use gue
PRONET (Cesmany} 02102008 Renewa! due :
REMOTE KVM {US) DA11/2005: Amendment and | Standard character mark i
; Rosponse to Office Action !
: SECUREBOX {US}) % 041412005 Notice of Standard characler murk .
N ! Pubhcation .
: 1 Q711172008 Notice of
H | Atowance
TSECUREBOX TO9R2772005 Rogiatered e
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LANTRONIX, INC,

Trademarks - Updated: 32372006

SECUREBOX (Ausiralia)

05/1772005: Registored
SECUREBOX {EUY [ Oa2 472005 Noude of
Publcation
TEECURELNX {US) 0272072004: T™ Saurch Standard characier Mark
: : 01124/2005; Amendment ang '
) ) Reaponsa to Office Actian’
SECUREUINK (Moxica] | D3/1572005 Not efigibte for
T ) . +1 regisiration :
SECURETINK (EUY GBI00E rend 3 e
S » description ;
TSECUREUNK (Jopany ] G/1572005: 190 non-use
cancaliation against citad
Japanese app
SECUREPORT (U] 071 87008: Abandontd
SOFT-SCOPE (US) C8/2672005; Notice of Standard characier mark
Acceptance of Section 8
Deciaration & Section §
Renswal
SUPERTASK! (US] 0G/GEI1899; Reglsterad 5 chargcler mark
09/15/2003; Deciorations of
Contirwed Use
System Console Switch (US) | 0672772005 O iong of Design + werds, letlers, ang
Continued Uss numbars
e
TRONTASK' {US) 01703/2005: Combined Standard character mavk
Docharation of Uso and
Incontestabllity
Q0772005: Accaptancs of
Soctions B & 15 Decigration of
Use .
JBOX (US) 07128/2005: Notce of Standard character mark
Aligwonce
1
"OBOXIEY) 0B72712005; App pubiished
FUPGRT08) S SEO0E R uBIer ™ Bianaard Characior mark

IOPERT(EU)

QrI1542005. App publishad

[USFLEE(US)

021472005 Sections 88 15
Dsciarations o! Continved Use

Stantard character mark

US SOFTWARE {US)

0471272005 Ronawat

Stardard characler marx

Page 2 0f}

PATENT

REEL: 017663 FRAME: 0406

REEL: 032103 FRAME: 0650

PATENT



LANTRONIX, INC,
. Trademarks - Updated: 3/23/2006
AN o Statas LT
Viewtask! 10/0372005: registerad on Aprj
2, 1996 (scquired from USSW)
- Affidavit of Continuad Usa
. | {&cﬁo« eg required.
: VDE;m [0Sy 3 ;. Swctons 84 § Standard charector mark
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WIBOX (US) 0772692005: Noica of Slandsrd characier mark
TTERRANRL Alrance. ;
‘WIBOX {Australia} 1 051772005; Registaced
- | WIEBX [apan) 81772005 Repistered
WIBOX (EU) G6720/2005; App pubishea
FWIEGRY (Aoswaiia) OWZ71200%: Registerad
WIPGRT (EU) 0771172005: App published
WIPORT (US) Standard character mark
-
WIPORY (Mexico) 0571772005: Hegistored
WIPORT (Singapore) 0T/ 2005 App published
TRPORTTOST GEIVBIZ0S; Nots of Standard chavacter mak
Publication
XPORTEL) GAr2472005; App pubiished
XPORT (Moxico) CETTI73005; Registered
XPORT AR (US) 030872005: App fiied Standard character mark
["XPORT AR (Australia) 0Ti19/2005: App published
i
H
1
Page Jof'}
PATENT

RECORDED: 05/24/2006

REEL: 017663 FRAME: 0407

PATENT
REEL: 032103 FRAME: 0651



Attorney Docket No. . Serial No. 09/527,247
OPEN1660 - Customer No. 109422

EXHIBIT D

\

. PATENT
REEL: 032103 FRAME: 0652



TR OO O O

az United States Patent o) Patent No.:  US 6,615,215 Bl

Petty @5) Date of Patent: Sep. 2, 2003
(54) METHOD FOR GRADUATED LOAD 6,023,722 A * 272000 Colyer ..ooocvvviveervreenn. 709/201
SENSITIVE TASK DISPATCHING IN 6,167,032 A * 12/2000 Allison et al. . ocoovnnns 370/252

(75)
(73)
(")

@1
(22)
(1)
(52)
(58)

(56)

COMPUTING SYSTEM

* cited by examiner

Invenior:  W. Clinton Petty, Reston, VA (US) Primary Examiner—Diane D. Mizrahi

Assistant Examiner—Apu M Mofiz

Assignee:  CommerceQuest Inc., Tampa, FL (US) (74) Attorney, Agent, or Firm—Foley & Lardner

Notice:  Subject to any disclaimer, the term of this 7 ABSTRACT

patent is extended or adjusted under 35
U.S.C. 154(b) by 0 days.

Appl. No.: 09/527,247

Filed: Mar. 17, 2000

Int, CL7 i e
US. Cl e

Ficld of Search ........cocoovviiiinie

A system and method for a dynamic response to trigger
messages and high and low performance event messages
supports a graduated dispatching of tasks for processing
messages in a queue. As messages are enqueued, queue
attributes are altered, including an override of the standard
flip-flop behavior of the queue depth high and low event
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METHOD FOR GRADUATED LOAD
SENSITIVE TASK DISPATCHING IN
COMPUTING SYSTEM

This application is based on provisional application Ser.
No. 60/125,021 filed Mar. 18, 1999.

FIELD OF THE INVENTION

The invention relates generally to the field of message
processing, and more specifically, 10 a system and method
for adjusting the processing of messages according to
changes in queue depth.

BACKGROUND OF THE INVENTION

MQSeries™, which is a product of the International
Business Machines Corp. (IBM), performs message queuing
and transport within and among a large variety of computer
system types and networks. This product enables a computer
program to place (enqueuc) a data message inlo a named
queue, the data message genmerally being picked up by
another computer program. It is also possible that the queue
designated as the target of the enqueue actually resides in a
different physical computer. In this case, MQSeries accepls
the enqueue request into the local system and then asyn-
chronously transmits the message via a network to the
remole system in which the queue is actually found. The
message may then be dequeued by a program on that system.
As described above, MQSerics cnables different computer
programs to exchange information via messages on queues
and to maintain ignorance of where the recipient of a sent
message is or the type of network implemented between the
host machines.

In addition to this primary functionality, there are several
ancillary features that aid in the use and management of
MQSeries. Among these ancillary features are the perfor-
mance event message feature and the trigger feature.

The performance event message feature is designed to
report a “significant” change in the depth of a queue, where
the depth of the queue corresponds to the number of mes-
sages 1n the queue. What constitutes a significant change is

25

30

35

40

determined by a combination of settings, described below,

which may be specified by a system administrator in
MQSeries. The settings are attributes of all “local” queues,
which are queues that actually hold or can hold messages.

A first of these attributes of a queue is a maximum depth
altribute. This attribute sets the maximum number of mes-
sages that a queue can hold. After the maximum is reached,
no more enqueues, i.e. placement of messages, will be
accepted into the queue. Another attribute of each queue is
a queue depth high percentage attribute. This attribute sets a
percentage of the maximum depth value that is recognized
as a high threshold. If the depth of the queue equals or
exceeds the number of messages representied by this value,
the queue is a candidate for generation of a performance
event-high message.

The value of a queue depth high event status attribute
dctermines whether to check if the high threshold has been
reached. This attribuic is a flag value that can be sct to
enabled or disabled. If the flag is enabled, then a perfor-
mance event-high message will be generated whenever the
number of messages in the queue reaches or exceeds the
high threshold, which corresponds to the percentage of the
maximum depth set by the queue depth high percentage. If
the status is set to disabled, however, the performance
evenl-high message will be suppressed. Anylime a perfor-
mance eveni-high message is generated, the queue depth

45

55

60

65

2

high event status attribute is automatically set to disabled,

and a queue depth low event status attribute, described
below, is set to enabled.
Like the high threshold attributes, MQSeries also main-

tains attributes for a low threshold. Among the low threshold

attributes Is a queue depth low percentage attribute, which
sets a low threshold as a percentage of the maximum depth
value described above. If the depth of a queue is equal to or
less than the low threshold, the queue is a candidate for
generation of a performance eventl-low message.

Each queue also has a queue depth low event status

attribute. This attribute represents a flag value that can be set
lo enabled or disabled. If the flag is enabled, then a perfor-
mance event-low will be generated whenever the number of
messages in the queue is less than or equal to the low
threshold, which corresponds to the percentage of the maxi-
mum depth set by the queue depth low percentage. If the
status is set to disabled, the cvent will be suppressed.
Anytime a performance event-low message is generated, the
queue depth low event status attribute is automatically set to
disabled, and the queue depth high event status attribule is
set to enabled.
_In addition to these local queue aitributes, MQSeries
implements special facilities for the delivery of events to a
monitering computer program. Part-of this implementation
is a performance event queue. The performance event queue
is a specially named local queue into which MQSeries
places performance event messages, such as the perfor-
mance event-low and performance event-high messages.
There is only one performance event queue in each execut-
ing instance of MQSeries. If a program wishes to receive the
messages placed in the performance event queue, the pro-
gram opens the queue and waits for the messages to appear
using the same application programraing interfaces (APIls)
provided by MQSeries for use in dequeuing messages from
any of its local queues. The performance event messages are
enqueued synchronously (o the performance event queue
with the messaging event, such as an enqueuc or dequcuc on
some queue that caused the performance event message o
be generated.

A typical use of the above features can be exemplified
with a queue defined with tbe following atiribuies: maxi-
mum depth set to one thousand; queue depth high percent-
age set 1o ten; and queue depth high event status set (o
enabled. With maximum depth set to onc thousand and
queue depth high percentage set to 10, the high threshold is
100. In addition, queue depth low percentage is set 1o one,
and queue depth low event slatus is set to disabled. With
queue depth low percentage set to 1, the low threshold is 10.

As messages first begin to arrive in the queue, no perfor-
mance event is recognized. Although the queue is a candi-
date for a performance cvent-low edch time an cnqueue
occurs and the resulting queue depth is ten or less, the event
is suppressed because the queue depth low event status is
disabled. When the queue’s depth reaches one hundred, the
queue becomes a candidate for generation of a performance
evenl-high message. This performance event message will
be generated because the queue depth high event status is
enabled. Al the same time the performance event message is
generated, the queue depth high event status will be set o
disabled, and the queue depth low event status will be set to
enabled. If over time the depth of the queue drops back 1o
ten or less, then the performance event-low message will be
generated, the queuc depth Jow cvent status will be disabled,
and the qucue depth high event status will be re-cnabled.

As demonstrated by the above example, the queue depth
high event status and the queue depth low event status are
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designed to operate in a flip-flop manner, such that when one
is enabled, the other is disabled and vise versa. This flip-flop
manper supports a model often used in many computer
systern managerment products, in which various managed
resources are seen as being cither in an alertable state or a
normal state. If the resource was included as an item in a
management display panel, the visual representation of the
resource may, for example, change its.color to red when in

an alertable state, and then back to green when the state

returns to normal. When the alertable state is displayed,
computer operations procedures may be invoked as a
response to the state with the intent of returning the resource
o a normal state.

While this behavior is well suited to a systems manage-
ment model for resource monitoring, it is not well suited for
a task dispatching monitoring model. MQSeries provides a
trigger feature for task dispatching, There is no coordination,
however, between the performance event message feature
and the trigger feature in the MQSeries product.

With respect to the trigger feature, MQSceries employs a
set of facilities for starling computer programs when queues
become active, such as when messages have arrived in a
queue, with the intent that the computer programs can
dequeuc and process the messages that have arrived. An
instance of such a computer program in cxecution is referred
to herein as a “task.” The following are the key elements of
the trigger feature.

A first of these key clements is a trigger message. The
Irigger message is a specially formatted message generated
by MQSeries, which indicates that a local queue has become
“active.” The trigger message is defined with attributes
indicating that a task is supposed to startup and process the
messages arriving in the local queue.

An initiation queue is an otherwise ordinary local queue,
which is designated by the system administrator as being the
target of MQSeries generated trigger messages related to
onc or more local queues. The initiation queue is analogous
to the performance event queue discussed above. Any local
queune supported by triggering facilities must be related to a
respective initiation queue so that MQSeries will know
where 1o deliver any irigger messages that are generated in
conjunction with that local queve. A trigger Monitor is a
computer program that monitors information generated by
MQSeries for use in dispatching tasks to process messages
arriving in qucucs.

MQSeries supports three types of triggering. A first trig-
ger means that a trigger message should be generated when
the queuc goes from cmpty to non-cmpty if no tasks are
currently executing in association with the queue. A depth
trigger means that a trigger message should be generated
when the queue reaches a specific depth if no tasks are
currently executing In association with the queue. An every
trigger means that a trigger message should be generated
every lime a new message is enqueued to the queue,

Both the first and depth trigger types respond to the queue
reaching a certain predefined condition to trigger the gen-
eration of a single trigger message. Assuming a task is
started in response lo the generated trigger message, no
further trigger messages will be generated because the
presence of even one task dequeuing messages from the
queue will suppress further trigger message generation
based upon the first and depth trigger types.

The every trigger type causes a trigger message to be
generated every lime a new message is enqueued to the
queue. Even if an existing task immediately dequeues a
newly arrived message, a trigger message will still be
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created by the every trigger when the message arrives. These
three trigger types have a static behavior. As a result, the
number of tasks started in association with a queue cannot
be related intelligeatly to the current enqueue/dequeuc rates
cxperienced by the queue. ‘

SUMMARY OF THE INVENTION

Briefly, consistent with the present invention, a method
for detecting and reacting to changes in depth of one or more
queues which store messages processed by tasks executing
in a computer system sets a high threshold of a depth of the
queue 10 a first value and detects when the depth of the queue
equals or exceeds the high threshold. The high- threshold is
raised by a predetermined increment each time the depth of
the queue equals or exceeds the high threshold.

In another aspect of the invention, a method for detecting
and reacting to changes in depth of onc or more queues
which store messages processed by tasks executing in a
computer system stores messages processed by tasks execut-
ing in a computer system starts at least one task for pro-
cessing one or more messages stored in a queue. A high
threshold of a depth of the queue is set to a first value, At
least one additional task for processing the messages in the
queue is started if the depth of the queue equals or exceeds
the high threshold set to the first value.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a task dispatching system
consistent with the present invention.

FIG. 2 is a block diagram flowchart of a task dispaiching
process consistent with the present invention.

FIGS. 3A-3D are graphical representations of a queue

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The present invention will be described in the context of
a specific embodiment, but the invention is not intended to
be so limited. )

A systern and method consistent with the present inven-
tion cnables a dynamic responsc to trigger messages and
high and low performance e¢vent messages and supports a
graduated dispatching of tasks for processing messages in a
queue. As messages are enqueued, queue attribuies are
altered, including an override of the standard flip-flop
behavior of the queue depth high and low event statuses. If
a standard flip-flop toggling of the status of the high and low
performance events is used, a system cannot dispaich tasks
in a graduated manner. Given thal a queue’s depth is seen 1o
maove in steps, with the number and size of these steps under
administrative control and with monitoring logic able 10
re-evaluate the queue’s dispatching needs at each step, it is
possible o alter queue attributes to create a bracketing at the
point at which the last event occurred with a pair of
“tripwires.” The tripwires are continuously kept on cither
side of the queue depth at which the last performance event
was generated. When the depth changes encugh to cause the
depth 1o cross one of the tripwires, the tripwires are moved,
and dispatching or any other useful logic may be executed.

FIG. 1 is a block diagram of a 1ask dispatching system 10
consistent with the present invention. As shown in FIG. 1,
the task dispatching system 10 includes an operating system
20 in which one or more processing tasks 25 are executing.
The processing tasks 25 are computer programs thal
dequeue and process the messages that have arrived in the
queues where each instance of such a computer program in
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execution is referred to as a task. The processing tasks 25
dequeue and process messages found on the queues for
which they are assdciated. It is also possible that the
processing tasks generate messages to be transferred to other
tasks and programs exccuting in operating system 20 or in
an operating system outside of the task dispatching system
10. The generated messages, if any, are passed to a message
transfer system 30. The message transfer system 30 is
preferably implemented using MQSeries.

The messages transferred to the message transfer system
30 are placed into one of a plurality of queues 35. As
messages arc placed into the queucs 35, or arrive from other
systems, various event messages may be generated. These
event messages include trigger messages 40, which are
stored in one of a plurality of initiation queues 45, and
performance event messages 50, which are stored in a
performance event queue 55. In general, there are more
queues 35 than initiation queunes 45, such that each initiation
queue preferably services a plurality of queues 35. The
performance event queue 55 passes the performance event
messages 50 to an event relay 60. The event relay 60 takes
the performance event messages 50 from the performance
eventl queue 55 and transfers them to the initiation queue 45
corresponding to the queuc 35 gencrating the performance
cvent message 50. The trigger messages, as well as the
performance event messages passed by the event relay 60,
that are stored in the initiation queues 45 are passed to a
respective one of a plurality of trigger event processors 65.
Each instance of an initiation queue 45 corresponds with a
respective one of the trigger event processors 65.

The trigger cvent processors 65, in response to the event
messages received from the initiation queucs 48, determine
whether or not a task should be generated to process the
messages in the queue 35 that generated the event message.
To make this determination, the trigger event processors 65
look at attributes associated with the queue 35. Depending
upon these attributes, the trigger event processors 65 may
issue a task start instruction to have one or more additional
tasks assigned to process the messages in the queue 35.

The following is an example of an environment in which
the task dispatching system 10 may be implemented. In this
example, a program supports a webpage where a user can
enter a query. When the user submits the query, the program
supporting the web page takes the data transmitted from the
browser, and builds a2 message, such as an MQSeries mes-
sage. This message is then enqueued on the machine running
the web-server and transferred to the machine in which the
program supporting the query against the desired data is
deployed. A processing task 25 that can process the desired
query, if not already running, is started in response 10 a
trigger message. The processing task 25 dequeues the mes-
sage and sends a response message back 1o the still-waiting
web-server program via some other queue 35. As the volume
. of these queries rises, an increased number of processing
tasks 35 for dequeuing and processing the queries can be
started in pfoportion to the volume, increasing overall
throughput.

In a system and mcthod consistent with the prescnt
invention, the monitoring of the depth of the qucues 35
allows for a graduated response to traffic loads of the queues.
As events are generated according to the monitoring of the
-queue depth, additional tasks may be started, for example, as
the depth of the queue rises through successive incremental
increases in depth. If the depth starts to fall or a maximum
number of tasks allowed for the queue is reached, then the
starting of further tasks may be suppressed. This graduated
response can be implemented, for example, in a program
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that receives trigger messages and performance event
messages, as discussed above, which are used to intelli-
gently dispatch tasks in a manner consistent with the needs
of the queues involved.

In addition to the attributes and elements of the perfor-
mance event message feature and the trigger feature dis-
cussed above, a system and method consisient with the
present invention defines the following attributes relative to
a queue 35 being monitored. To avoid having a task gener-
ated for every enqueue of a message in a queue 35, it is
preferable that the first and/or depth trigger type is used.

A first of these additional attributes is a task trigger
increment. When a trigger event processor 65 detects that
additional tasks are needed to process the incoming
messages, the value of the task trigger incremeat determines
how many tasks will be started. In a simple approach, the
value may be a static number of tasks. However, a more
sophisticated heuristic approach in which the enqueue/
dequeue rates are analyzed may be used to determine the
value of the task trigger increment so as to optimize tasking.
This analysis for determining an optimum tasking is possible
because the performance event messages include enqueue/
dequeue counts for a specified interval of time.

A trigger threshold indicates a change in queve depth that
should be considered as significant to the trigger event
processor 68. The value of the trigger threshold is expressed
as a percentage of the maximum queue depth attribute of the
queue. For cxample, if a queuce’s maximum queuc depth is
one thousand, then a value of one for this atiribute would
cause the trigger event processor 65 to re-evaluate the
prpcessing of the queue whenever its depth passes a multiple
of ten messages, which equals 1 percentage of 1000 mes-
sages. ‘

Maximum tasks sets a limit on the number of tasks that
may be used to process the messages of a queue. When the
number of fasks running against a queuc is equal to this
parameter, then the trigger event processor 65 will not
attempt to start any additional tasks, regardless of further
depth increases. Like the task trigger increment, the value of
maximum tasks may be a static number, but more sophis-
ticated heuristic approaches may also be used.

FIG. 2 is a flow diagram of a task dispaiching process
consistent with the present invention. As shown in FIG. 2,
the process starts in an idle state where the task dispatching
process is waiting for a trigger message or a performance
evenl message (step 202). When a message is received, it is
first determined whether the message is a trigger message
(step 204). This detcrmination is preferably made by the
trigger event processor 65. The trigger message may have
been generated based upon a first trigger type in response to
a message being stored in an emipty queue.

If the message is a trigger message, the trigger event
processor 65 sets the queue depth high percentage 1o the
trigger threshold and sets the queue depth high event status
1o enabled (step 206). The trigger event processor 65 also
sets the queue depth low percentage to zero and scts the
queue depth low event status to disabled (step 208). Finally,
the trigger evenl processor slarts a number of tasks for
processing the queue 35 which generated the trigger mes~
sage (step 210). The number of tasks started corresponds 1o
the task trigger increment, using either a simple static value,
or a heuristically determined value.

If the message is not a trigger message, the trigger event
processor 63 determines whether the message is a perfor-
mance event low message (step 212). If the message is
determined to be a performance event low message, the
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trigger event processor reduces the queue depth high per-
centage by subtracting the value of the trigger threshold
from the current value of the queue depth high percentage
attribute and the queue depth high event status is left as
“cnabled” becausc this event has no cffect on it (step 214).
The reduction in the queue depth high percentage lowers the
level of this atiribute by one increment of the irigger
threshold. It is preferable for the queue depth high percent-
age to be maintained at a value no lower than the value of
trigger threshold.

At the same time, the trigger event processor 65 sets the
queue depth low percentage 1o a value that is at least lwo
units of the trigger threshold below the current queue. depth
high percentage, but not less than zero (step 216). The
trigger event processor then determines if the queue depth
high percentage 1s equal to the trigger threshold (step 218).
If they are equal, then processing returns to the idle state of
waiting for a ncw message (step 202). However, if they are
nol equal, then the queue depth low event status is set to
enabled (step 220). Normally, the queue depth low event
status Is set lo disabled automatically in response to a
performance event low message. Having both the queue
depth low event status and queue depth high event status
cnabled at the same time overrides the normal inverse
relationship between théir settings. In general, no tasks are
staried as a result of a performance event low message
because this message indicates thatl the number of tasks
currently executing are dequeuing messages faster than new
opes are being enqueued, making additional tasks unneces-
sary. :

If the message is neither a trigger message nor a perfor-
mance event low message, the trigger event processor 65
checks whether (he received message is a performance event
high message (step 222). If not, then there is an error. If the
message is a performance event high message, the following
steps are performed. First, the trigger event processor 65
determines if the number of tasks currently running to
dequeuc messages from the queue that gencrated the per-
formance event high message is less than the maximum
tasks attribute for the queue (step 224). This maximum tasks
attribute may be statically defined attribute or a heuristically
derived one. )

If it is determined that the number of tasks is not less than
the value indicated by the maximum tasks, then no alter-
ations arc madc to the quecuc attributes and no new tasks are
started. Instead, processing returns to the idle state of
waiting for a new message (step 202). In addition to return-
ing to the idle state, an alert may be generated to a systems
management facility to notify operations staff that message
enqueue rates are exceeding dequeue rates, and the trigger
event processor 65 is no longer able to start additional tasks.

If the number of currently running tasks is less than the
maximum tasks value, the trigger event processor 65 incre-
ments the queue depth high percentage by adding the value
of the trigger threshold to the current value of .the queue
depth high percentage atiribute and the queue depth high
evenl slatus is sel to enabled (step 226). This increase in the
queue depth high percentage, in effect, raises the value of the
attribute by one increment of the trigger thresbold value. In
addition, keeping the setting of the queue depth high event
status as enabled overrides the normal behavior of disabling
the queue depih high event status after receiving a perfor-
mance event high message. As a result, the generation of a
performance cvent high message is cnabled for a higher
threshold.

‘The trigger event processor also sets the queue depth low
percentage to a value that is at least two units of the trigger
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threshold below queue depth high percentage, but not less
than zero (step 228). The queue depth low event status Is set
to enabled automatically by the reception of the performance
event high message. In addition to the alterations to the
queue atiributes, the trigger cvent processor 65 starts a
number of tasks for processing the messages from the queue
35 which generaled the trigger message (step 230). The
number of tasks started corresponds to the task trigger
increment, using either a simple static value, or a heuristi-
cally determined value.

FIGS. 3A-3D show a graphical representation of a queue
in a task dispatching process consistent with the present
invention. For purposes of illustration, it is assumed that the
maximum depth of the queue is 1000 and the trigger
threshold is 19, which equals 10 messages. FIG. 3A shows
an idle queue having no messages. In this state, the perfor-
mance event message atiributes, including the queue depth
high percentage, the queue depth low percentage, the queue
depth bigh event status and the queue depth low event status
are undefined.

FIG. 3B shows the status of the queue after five messages
have been enqueued in a queue. A trigger message is
generated based upon the first trigger type in response to the
first of the mewly arrived messages. The trigger message
causes the undefined performance event message attributes
to be sel. The queve depth high percentage is sel 1o the
trigger threshold of one percent (i.e., ten messages), the
queue depth high event status is enabled, the queue depth
low percentage is set to zero, and the queue depth low event
status is disabled. In addition, the trigger event processor 65
starts a number of tasks for processing the messages present
in the queue. The number of tasks started corresponds to the
task trigger increment. )

FIG. 3C shows the status of the queue after the number of
messages stored in the queue has risen to fifteen. Since the
number of stored messages has risen above ten, which
corresponds to the queue depth high percentage, a perfor-
mance cvent high message is generated. In response to the
performance cvent high message, the queue depth high
percentage is incremented by the value of the trigger thresh-
old from one percent to two percent, and the queue depth
high event status is enabled. At the same time, the queue
depth low percentage is set to the higher of zero and a value
equal to the queue depth high percentage minus two times
the trigger threshold. Since the value of the queune depth high
percentage has been set fo two percent and two times the
trigger threshold is also two percent, the queue depth low
percentage remains at zero. In addition, the queue depth low
event status is automatically enabled in response lo the
performance event high message. The trigger event proces-
sor 65 also starts a number of tasks corresponding to the task
trigger increment, as long as the number of currently running
tasks is less than the maximum tasks attribute.

FIG. 3D shows the status of the queue afler the number of
messages stored in the queue has risen to twenty-five (25).
Since the number of stored messages has risen above two
percent (i.e., twenty messages), which corresponds to the
queuc depth high percentage, a performance cvent high
message is generated. In response to the performance cvent
high message, the queue depth high percentage is incre-
mented by the value of the trigger threshold from two
percent to three percent, and the queue depth high event
status is enabled. At the same time, the queue depth low
percentage is set to the higher of zero and a value equal to
the queue depth high percentage minus two times the trigger
threshold. Since the value of the queue depth high percent-
age has been set to three percent and two times the trigger
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threshold is two percent, the queue depth low percentage is
sel to one percent (i.e., ten messages). In addition, the queue
depth low event status is automatically enabled in response
to the performance event high message. The trigger event
processor 65 again starts a number of tasks corresponding to
the task trigger increment, as long as the number of currently
running tasks is less than the maximum tasks atiribute.

If the depth of the queue then dropped below ten, a
performance event low message would be generated. In

response 10 the performance event low message, the queue

depth high percentage would be reduced by the value of the
trigger threshold from three percent to two percent. The
queue depth high event status would be epabled automati-
cally in response 1o the performance event low message. At
the same time, the queue depth low percentage would be set
to the higher of zero and a value equal to the queue depth
high percentage minus two times the trigger threshold. Since
the value of the queue depth high percentage has been set to
two percent and two times the trigger threshold is also two
percent, the queue depth low percentage would be set to
sero. In addition, since the queue depth high percentage is
greater than the trigger threshold, the queue depth low eveat
status would be enabled. No new tasks are started, nor are
any tasks discontinued. However, it would be possible to
have the task dispatching process remove tasks in response
10 performance event low messages.

As demonstrated by the queue example described in
FIGS. 3A-3D, by moving the cvent levels (tripwires) up and
down with increases and decreases in depth, the system is
kept sensitive to further changes in depth since the levels
stay close to one trigger threshold of the current depth. As
a result, a material increase or decrease in queue depth can
be detected promptly.

A further variation on the responses to the queue depth
changes may be 1o use a flexible trigger threshold which is
adjusted based on, for cxample, the current depth of the
queue as a percent of the maximum depth. With this
approach, the trigger threshold may be smallest when the
queue depth is low, and then increase as the queue depth
increases, since at higher queue depths there should be more
total tasks running, making the threshold larger where depth
changes are significant.

The foregoing description of a preferred embodiment of
the invention has been presented for purposes of illustration
and description. It is not intended to be exhaustive or 1o limit
the invention to the precise form disclosed, and modifica-
tions and variations arc possible in light of the above
teachings or may be acquired from practice of the invention.
The embodiment was chosen and described in order 1o
explain the principles of the invention and a practical
application to enable one skilled in the art to utilize the
invention in various embodiments and with various modi-
fications as are suited to the particular use contemplated. It
is intended that the scope of the invention be defined by the
claims appended hereto, and their equivalents.

What is claimed Is:

1. Amethod for detecting and reacting to changes in depth
of one or more queues which store messages processed by
lasks cxccuting in a compuler system, comprising:

selting a high threshold of a depth of the queue 1o a first

value;

setting a low threshold of a depth of the queue to a second

value lower than the first value;

detecting when the depth of the queue equals or exceeds

the high threshold;

raising the high threshold by a predetermined increment

each time the depth of the queue equals or exceeds the
high threshold; and
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selectively adjusting the low threshold when the depth of
the queue equals or exceeds the high threshold.

2. A method according 10 claim 1, further comprising:

starting at least one task for processing one or more
messages stored in the queue each time the depth of the
queue equals or exceeds the high threshold.

3. A method according to claim 2, further comprising the

steps of
reducing the value of the high threshold if the depth of the

queue is equal to or less than the value of the low

threshold; and

reducing the value of the low threshold if the depth of the
queue is equal to or less than the value of the low
threshold.

4. A method according to claim 1, further comprising:

starting at least one task for processing one or more

messages stored in the queue each time the depth of the
queuc cquals or excceds the high threshold if the
number of tasks currently processing the messages in
the queue is less than a predetermined amount.

5. A method according 1o claim 1, further comprising
stopping al least one task for processing one or more
messages stored in the queue if the depth of the queue is
equal to or less than the value of the low threshold.

6. A method according (o claim 1, wherein the low
threshold is raised when the depth ol the queue equals or
exceeds the high threshold and the high threshold is higher
than a predetermined value.

7. A method for detecting and reacting to changes in depth
of one or more queues which store messages processed by
tasks cxccuting in a computer systcim, comprising;

starting at leasl one lask for processing one or more

messages stored in a quoue;

setting a high threshold of a depth of the queue to a first

value;

setting a low threshold of a depth of the queue to a'second

value lower than the first value;

starting at least one additional task for processing the

messages in the queue if the depth of the queue equals
or exceeds the high threshold set to the first value; and
stopping at least one task for processing one or more
messages stored in the queue If the depth of the queue
is equal 10 or less than the value of the low threshold.

8. A method according to claim 7, further comprising:

raising the valuc of the high threshold if the depth of the

queue equals or exceeds the high threshold set 1o the
first value.

9. A method according to claim 8, further comprising:

starting at least one additional task for processing the

messages in the queue if the depth of the queue equals
or exceeds the raised value of the high threshold.
10. A method according 1o claim 8, further comprising:
starting at least one additional task for processing the
messages in the queue if the depth of the queue equals
or exceeds the raised value of the high threshold and the
number of tasks currently processing the messages in
the queue is less than a predetermined amount.
11. A method according to claim 7, further comprising:
setting the high threshold to a third value lower than the
first value if the depth of the queue is equal 1o or less
than the low threshold set to the second value; and

setting the low threshold to a fourth value lower than the
second value if the depth of the queue is equal to or less
than the value of the low threshold.

12. A method according to clam 1, further comprising
stopping at least one task for processing one or more
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messages stored in the queue if the depth of the queue is
equal to or less than the value of the low threshold.

13. A method according to claim 7, wherein the low
threshold is raised when the depth of the queue cquals or
exceeds the high threshold and the high threshold is higher
than a predetermined value.

14. A computer system for detecting and reacting “to
changes in depth of one or more queues which store mes-
sages processed by tasks executing in the computer system,
comprising:

means for setting a high threshold of a depth of the queue

to a first value;

means setting a low threshold of a depth of the queue to
a second value lower than the first value;

means for detecting when the depth of the queue equals or
exceeds the high threshold;

means for raising the high threshold by a predetermined
increment each time the depth of the queue equals or
exceeds the high threshold; and

means for selectively adjusting the low threshold when

the depth of the queue equals or exceeds the high
threshold.

15. A computer system according to claim 14, further
comprising:

means for starting at least one task for processing one or

more messages stored in the queue each time the depth
of the queue equals or exceeds the high threshold.

16. A computer system according to claim 14, further
comprising the step of:

means for starting at lcast one task for processing one or

more messages stored in the queuc cach time the depth
of the queue equals or exceeds the high threshold if the
number of tasks currently processing the messages in
the queue is less than a predetermined amount.

17. A computer system according to claim 14, further
comprising:

means for reducing the value of the high threshold if the

depth of ihe queue is equal to or less than the value of
the Jow threshold; and

means for reducing the value of the low threshold if the

depth of the queue is equal to or less than the value of
the low threshold.

18. A computer system according to claim 14, further
comprising means for stopping at least one task for process-
ing one or more messages stored in the queue if the depth of
the queue is equal 1o or less than the value of the low
threshold.

19. A computer system according to claim 14, further
comprising means for raising the low threshold when the
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depth of the queue equals or exceeds the high threshold and
the high threshold is higher than a predetermined value.

20. A computer program stored on a computer readable
medium for detecting and reacting to changes in depth of
one or more queucs which storc messages processed by
tasks executing in a computer system, the computer program
configured to:

set a high threshold of a depth of the queue to a first value;

set a low threshold of a depth of the queue to a second
value lower than the frst value;
detect when the depth of the queue equals or exceeds the
high threshold; ’
raise the high threshold by a predetermined increment
each time the depth of the queue equals or exceeds the
high threshold; and
selectively adjust the low threshold when depth of the
queue equals or exceeds the high threshold.
21. A computer program according to claim 20, further
configured to:
start at least one task for processing one or more messages
stored in the queue each time the depth of the queue
equals or exceeds the high threshold.
22. A computer program according to claim 20, further
coafigured to:
start al least one task for processing one or more messages
stored in the queue cach time the depth of the queue
equals or exceeds the high threshold if the number of
tasks currently processing the messages in the queue is
less than a predetermined amount.
23. A computer program according to claim 20, further
configured to: :
reduce the value of the high threshold if the depth of the
queue is equal 1o or less than the value of the low
threshold; and
reduce the value of the low threshold if the depth of the
queue is equal to or less than the value of the low
threshold.
24. A computer program according o claim 20, further
configured to:
stop at least one 1ask for processing one or more messages
stored in the qucue if the depth of the queue is cqual 1o
or less than the value of the low threshold.
25. A computer program according to claim 20, further
configured to:
raise the low threshold when the depth of the queue equals
or exceeds the high threshold and the high threshold is
higher than a predetermined value.
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are:

1. Article Ad
¢

Silicon Valley Bank
3003 Tasman Drive
Santa Clara, California 95054

2. Article Number
. (Transfer from service la
.PS Form-3811, February 2004
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