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CONFIRMATORY ASSIGNMENT

For good and valuable consideration, the receipt of which is hereby acknowledged, the
person(s) named below (referred to as "INVENTOR" whether singular or plural) has sold,
assigned, and transferred and does hereby confirm the sale, assignment, and transfer to Juniper
Networks, Inc., having a place of business at 1133 Innovation Way, Sunnyvale, CA 94089-
1206, United States of America ("ASSIGNEE"), for itself and its successors, transferees, and
assignees, the following:

1. The entire worldwide right, title, and interest in all inventions and
improvements (“SUBJECT MATTER”™) that are disclosed in the following provisional
application filed under 35 U.S.C. § 111(b), non-provisional application filed under 35
U.S.C. § 111(a), international application filed according to the Patent Cooperation
Treaty (PCT), or U.S. national phase application filed under 35 U.S.C. § 371
(“APPLICATION™):

U.S. Patent Application No. 17/247,950, entitled “PACKET
FRAGMENT FORWARDING WITHOUT REASSEMBLY™ filed on
December 31, 2020

2. The entire worldwide right, title, and interest in and to:

(a) the APPLICATION; (b) all applications claiming priority from the APPLICATION;
(c) all provisional, utility, divisional, continuation, substitute, renewal, reissue, and other
applications related thereto which have been or may be filed in the United States or
elsewhere in the world; (d) all patents (including reissues and re-examinations) which
may be granted on the applications set forth in (a), (b), and (c) above; and (e) all right of
priority in the APPLICATION and in any underlying provisional or foreign application,
together with all rights to recover damages for infringement of provisional rights.

3. The entire worldwide right, title, and interest in and to (including all
claims of):

U.S. Patent No. 11,736,399 issued August 22, 2023, which is included as an
Appendix to this Assignment.

INVENTOR agrees that ASSIGNEE may apply for and receive patents for SUBJECT
MATTER in ASSIGNEE’s own name.

INVENTOR agrees to do the following, when requested, and without further
consideration, in order to carry out the intent of this Assignment: (1) execute all oaths,
assignments, powers of attorney, applications, and other papers necessary or desirable to fully
secure to ASSIGNEE the rights, titles and interests herein conveyed; (2) communicate to
ASSIGNEE all known facts relating to the SUBJECT MATTER; and (3) generally do all lawtul
acts that ASSIGNEE shall consider desirable for securing, maintaining, and enforcing worldwide
patent protection relating to the SUBJECT MATTER and for vesting in ASSIGNEE the rights,
titles, and interests herein conveyed. INVENTOR further agrees to provide any successor,
assign, or legal representative of ASSIGNEE with the benefits and assistance provided to
ASSIGNEE hereunder.
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Title: PACKET FRAGMENT FORWARDING WITHOUT REASSEMBLY
Date Filed: December 31, 2020
Application No.: 17/247,950

INVENTOR represents that INVENTOR has the rights, titles, and interests to convey as
set forth herein, and covenants with ASSIGNEE that the INVENTOR has not made and will not
hereafter make any assignment, grant, mortgage, license, or other agreement affecting the rights,
titles, and interests herein conveyed.

INVENTOR grants the attorney of record the power to insert on this Assignment any
further identification that may be necessary or desirable in order to comply with the rules of the
United States Patent and Trademark Office for recordation of this document.

This Assignment may be executed in one or more counterparts, each of which shall be
deemed an original and all of which may be taken together as one and the same Assignment.

Name and Signature Date of Signature
W Sep 11,2023
Ashish Suresh Ghule
Name and Signature Date of Signature
Sep 14,2023
Pankaj Malviya
Name and Signature Date of Signature
a.N.Jagadish. Sep 10, 2023

Jagadish Narasimha Grandhi
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Title: PACKET FRAGMENT FORWARDING WITHOUT REASSEMBLY
Date Filed: December 31, 2020
Application No.: 17/247,950
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1
PACKET FRAGMENT FORWARDING
WITHOUT REASSEMBLY

This application is a continuation of U.S. application Ser.
No. 15/983,457 filed on May 18, 2018, the entire content of
which is incorporated herein by reference.

TECHNICAL FIELD

The disclosure relates to packet-based computer networks
and, more particularly, to processing packets within network
devices.

BACKGROUND

Internet Protocol version 6 (IPv6) is the successor to
Internet Protocol version 4 (IPv4), both of which are ver-
sions of the Internet Protocol used for sending and receiving
data via networks such as the Internet. IPv6 addresses
potential issues with IPv4, such as address exhaustion.
Networks have begun to transition from IPv4 to IPv6, and
1Pv6 networks are being deployed alongside IPv4 networks.
One example mechanism for facilitating the transition from
1Pv4 to IPv6 is Mapping of Address and Port with Encap-
sulation (MAP-E). MAP-E is a mechanism for transporting
1Pv4 network packets across an I[Pv6 network using Internet
Protocol (IP) encapsulation to encapsulate that [Pv4 network
packets within IPv6 network packets.

A network device that connects an 1Pv4 network with an
IPv6 network may be able to forward IPv4 network packets
from an IPv4 network through an IPv6 network using
MAP-E to encapsulate IPv4 network packets within IPv6
network packets. The network device may receive fragments
of an IPv4 network packet, reassemble the full IPv4 network
packet from the fragments, encapsulate the IPv4 network
packet within an IPv6 network packet, and forward the IPv6
network packet to the IPv4 network. The network device
may also be able to forward IPv4 network packets that are
encapsulated within IPv6 network packets from the IPv6
network to the IPV4 network by decapsulating an IPv4
packet from an IPv6 network packet that encapsulates the
1Pv4 packet and forwarding the decapsulated IPv4 network
packet to the IPv4 network.

SUMMARY

This disclosure describes techniques for forwarding 1Pv4
network packets to an IPv6 network by receiving fragments
of IPv4 network packets and encapsulating fragments of
IPv4 network packets within IPv6 network packets without
reassembling the IPv4 network packets. Instead, the desti-
nation devices of the encapsulated fragments may perform
the reassembly of the IPv4 network packets. An IPv4
network packet may use an address plus port technique for
packet routing, where the source address specified by an
1Pv4 network packet can be extended by at least a portion of
the source port specified by the IPv4 network packet, and the
destination addresses specified by an IPv4 network packet
can be extended by at least a portion of the destination port
specified by the IPv4 network packet.

Because performing address mapping in accordance with
MAP-E may include mapping the destination address and
destination port specified by the IPv4 network packet to an
IPv6 destination address, a network device cannot perform
MAP-E until it has received an indication of both the
destination address and destination port. Further, because
not every fragment of an IPv4 network packet may include
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an indication of the destination port specified by the IPv4
network packet, and fragments may be received out of order,
the network device may receive one or more fragments that
do not include an indication of the destination port before the
network device receives a fragment that does include an
indication of the destination port. MAP-E is a proposed
standard described in Request for Comments (RFC) 7597,
the latest draft of which is located at https://tools.ietf.org/
html/rfc7597, the entire contents of which is incorporated by
reference herein.

In accordance with aspects of this disclosure, a network
device may buffer received fragments of IPv4 network
packets until receiving a fragment of the IPv4 network
packet that includes an indication of the destination port.
When the network device receives the fragment of the [Pv4
network packet that includes an indication of the destination
port, the network device may use MAP-E to map the
destination address and the destination port of the IPv4
network packet to an IPv6 destination address, encapsulate
each of the received fragments of the IPv4 network packet
within an IPv6 network packet, and forward the encapsu-
lated fragments of the IPv4 network packet through the IPv6
network based on the IPv6 destination address. When the
network device subsequently receives additional fragments
of the IPv4 network packet, the network device may also
encapsulate each of the additional fragments of the IPv4
network packet within a respective IPv6 network packet and
forward the respective encapsulated additional fragments of
the IPv4 network packet through the IPv6 network based on
the IPv6 destination address.

The techniques described herein may provide certain
advantages. For example, by encapsulating fragments of an
IPv4 network packet within IPv6 network packets and
forwarding the encapsulated fragments of the IPv4 network
packet to an IPv6 network, the techniques described herein
may allow a network device to avoid reassembling the entire
IPv4 network packet from the fragments of the IPv4 network
packet. Because performing reassembly of IPv4 network
packets uses processor and memory resources, refraining
from reassembling the IPv4 network packet from the frag-
ments of the IPv4 network packet may enable the network
device to forward [Pv4 network packets to an IPv6 network
in a way that uses fewer processor and memory resources.
This improves the performance of the network device in
forwarding IPv4 network packets to an IPv6 network, by
enabling the network device to increase the speed at which
it forwards TPv4 network packets to an IPv6 network while
expending less processing power and using less memory to
perform such forwarding. This also improves the number of
fragments that the network device can process by reducing
the amount of processor and memory resources used to
process fragments, thereby improving the scalability of the
network device.

In addition, by forwarding fragments of an IPv4 network
packet without reassembling the entire IPv4 network packet
from the fragments, the techniques disclosed herein may
avoid having to re-fragment the reassembled IPv4 network
packet, thereby reducing the amount of processing that is
performed by the network device. For example, an IPv6
network packet that encapsulates a reassembled IPv4 net-
work packet will be larger in size than an IPv6 network
packet that encapsulates a fragment of the IPv4 network
packet. Thus, the IPv6 network packet that encapsulates the
reassembled IPv4 network packet may be more likely to
exceeds a maximum transmission unit (MTU) of one or
more links of the IPv6 network. If the IPv6 network packet
that encapsulates the reassembled IPv4 network packet
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exceeds the MTU of one or more links of the IPv6 network,
it may be necessary to fragment the reassembled IPv4
network packet in order to forward the IPv4 network packet
to the IPv6 network.

This disclosure also describes techniques for forwarding
fragments of IPv4 network packets encapsulated within IPv6
network packets to an IPv4 network and performing anti-
spoofing checks of such network packets without reassem-
bling IPv4 network packets from its fragments encapsulated
within IPv6 network packets. A network device may per-
form an anti-spoof check on fragments of an IPv4 network
encapsulated within an IPv6 network packet based at least in
part on the source address and the source port specified by
the IPv4 network packet. As such, a network device cannot
perform an anti-spoof check of an IPv4 network packet until
the network device has received an indication of both the
source address and source port. Further, because not every
fragment of an IPv4 network packet may include an indi-
cation of the source port specified by the IPv4 network
packet, and because fragments may be received out of order,
the network device may receive one or more fragments
encapsulated within IPv6 network packets that do not
include an indication of the source port before the network
device receives a fragment that includes an indication of the
source port. These techniques provide similar advantages as
discussed above with respect to encapsulating fragments of
1Pv4 network packets without reassembly.

In accordance with aspects of this disclosure, a network
device may receive IPv6 network packets that carry frag-
ments of IPv4 network packets, decapsulate the fragments
from the IPv6 network packets, and buffer the fragments
until the network device receives an IPv6 network packet
carrying a fragment of the IPv4 network packet that includes
an indication of the source port. When the network device
receives the IPv6 network packet that carries the fragment of
the IPv4 network packet that includes an indication of the
source port, the network device may perform an anti-spoof
check of the IPv4 network packet based at least in part on the
source address and the source port of the IPv4 network
packet. If the IPv4 network packet passes the anti-spoof
check, the network device may forward each of the frag-
ments that it has received to the IPv4 network, and may
forward any additional fragments that it subsequently
receives to the IPv4 network. If the IPv4 network packet
fails the anti-spoof check, the network device may drop each
of the received fragments for the IPv4 network packet, and
may also drop any subsequently received fragments for the
1Pv4 network packet.

The techniques described herein may provide certain
advantages. For example, the techniques described herein
may allow a network device to avoid reassembling the entire
1Pv4 network packet from the fragments of the [Pv4 network
packet in order to perform an anti-spoof check on the
network packet. Because performing reassembly of IPv4
network packets uses processor and memory resources,
refraining from reassembling the IPv4 network packet from
the fragments of the IPv4 network packet may enable the
network device to perform anti-spoof checks on IPv4 net-
work packets in a way that uses fewer processor and
memory resources. This improves the performance of the
network device in perform anti-spoof checks on IPv4 net-
work packets, by enabling the network device to increase the
speed at which it performs anti-spoof checks on IPv4
network packets while expending less processing power and
using less memory to perform such anti-spoof checks.

In one example, the disclosure is directed to a method.
The method includes receiving, by a network device from a
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first network, one or more fragments of a fragment flow
associated with a network packet, wherein the network
packet is a first type of network packet. The method further
includes in response to determining that the network device
has not yet received a fragment of the fragment flow that
includes an indication of a destination port for the network
packet, buffering, by the network device, the one or more
fragments. The method further includes receiving, by the
network device, the fragment of the fragment flow that
includes the indication of the destination port of the network
packet. The method further includes in response to receiving
the fragment of the fragment flow that includes the indica-
tion of the destination port of the network packet, encapsu-
lating, by the network device, the one or more fragments of
the fragment flow and the fragment of the fragment flow
within a plurality of network packets based at least in part on
the destination port of the network packet without reassem-
bling the network packet from the one or more fragments
and the fragment, wherein the plurality of network packets
are each a second type of network packet. The method
further includes dispatching, by the network device to a
second network, the plurality of network packets.

In another example, the disclosure is directed to a network
device. The network device includes one or more network
interfaces configured to receive, from a first network, one or
more fragments of a fragment flow associated with a net-
work packet, wherein the network packet is a first type of
network packet. The network device further includes one or
more processors configured to, in response to determining
that the network device has not yet received a fragment of
the fragment flow that includes an indication of a destination
port for the network packet, buffering the one or more
fragments in a fragment buffer. The one or more network
interfaces are further configured to receive the fragment of
the fragment flow that includes the indication of the desti-
nation port of the network packet from the first network. The
one or more processors are further configured to, in response
to the one or more network interfaces receiving the fragment
of the fragment flow that includes the indication of the
destination port of the network packet, encapsulate the one
or more fragments of the fragment flow and the fragment of
the fragment flow within a plurality of network packets
based at least in part on the destination port of the network
packet without reassembling the network packet from the
one or more fragments and the fragment, wherein the
plurality of network packets are each a second type of
network packet. The one or more network interfaces are
further configured to dispatch the plurality of network
packets to a second network.

In another example, the disclosure is directed to a method.
The method includes receiving, by a network device from a
first network, one or more network packets of a first network
packet type, wherein each of the one or more network
packets encapsulate a respective one of one or more frag-
ments of a fragment flow associated with a network packet
of a second network packet type. The method further
includes in response to determining that the one or more
network packets of the fragment flow does not include a
fragment of the fragment flow that includes an indication of
a source port of the network packet, buffering, by the
network device, the one or more fragments of the fragment
flow. The method further includes receiving, by the network
device, a network packet of the first network type that
encapsulates the fragment of the fragment flow that includes
the indication of the source port of the network packet. The
method further includes in response to receiving the network
packet of the first network type that encapsulates the frag-
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ment of the fragment flow that includes the indication of the
source port of the network packet, performing, by the
network device, an anti-spoof check on the one or more
fragments of the fragment flow and the fragment of the
fragment flow based at least in part on the source port of the
network packet of the second network packet type without
reassembling the network packet of the second network
packet type from the one or more fragments of the fragment
flow and the fragment of the fragment flow. The method
further includes in response to the one or more fragments of
the fragment flow and the fragment of the fragment flow
passing the anti-spoof check, dispatching, by the network
device to a second network, the one or more fragments of the
fragment flow and the fragment of the fragment flow.

In another example, the disclosure is directed to a network
device. The network device includes one or more network
interfaces configured to receive, from a first network, one or
more network packets of a first network packet type,
wherein each of the one or more network packets encapsu-
late a respective one of one or more fragments of a fragment
flow associated with a network packet of a second network
packet type. The network device further includes one or
more processors configured to, in response to determining
that the one or more network packets of the fragment flow
does not include a fragment of the fragment flow that
includes an indication of a source port of the network packet,
buffer the one or more fragments of the fragment flow in a
fragment buffer. The one or more network interfaces are
further configured to receive a network packet of the first
network type that encapsulates the fragment of the fragment
flow that includes the indication of the source port of the
network packet. The one or more processors are further
configured to, in response to the one or more network
interfaces receiving the network packet of the first network
type that encapsulates the fragment of the fragment flow that
includes the indication of the source port of the network
packet, perform an anti-spoof check on the one or more
fragments of the fragment flow and the fragment of the
fragment flow based at least in part on the source port of the
network packet of the second network packet type without
reassembling the network packet of the second network
packet type from the one or more fragments of the fragment
flow and the fragment of the fragment flow. The one or more
network interfaces are further configured to, in response to
the one or more fragments of the fragment flow and the
fragment of the fragment flow passing the anti-spoof check,
dispatch the one or more fragments of the fragment flow and
the fragment of the fragment flow to a second network.

The details of one or more techniques of the disclosure are
set forth in the accompanying drawings and the description
below. Other features, objects, and advantages of the tech-
niques will be apparent from the description and drawings,
and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating a system in which
a network device may connect an IPv4 network to an IPv6
network, according to techniques described herein.

FIG. 2 is a block diagram illustrating an example network
device 10 that is configured to encapsulate fragments of
1Pv4 network packets in IPv6 packets without reassembling
the IPv4 network packets, and to perform anti-spoofing
checks on fragments of IPv4 network packets without reas-
sembling the IPv4 network packets from its fragments,
according to techniques described herein.
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FIGS. 3A and 3B are block diagrams illustrating an
example IPv4 network packet that is fragmented into
example fragments and example IPv6 network packets that
encapsulate the example fragments of the example IPv4
network packet, according to the techniques described
herein.

FIG. 4 is a block diagram illustrating the state transitions
of an example fragment flow, according to the techniques
described herein.

FIGS. 5A-5C depict a flowchart illustrating an example
process for encapsulate IPv4 packets in [Pv6 packets with-
out reassembling the IPv4 packets, according to techniques
described herein.

FIG. 6 is a block diagram illustrating the state transitions
of an example fragment flow for performing anti-spoof
checks on fragments of the fragment flow, according to the
techniques described herein.

FIGS. 7A-7D depict a flowchart illustrating an example
process for decapsulating fragments of an IPv4 packet from
IPv6 packets and performing anti-spoof checks on the
fragments without reassembling the IPv4 packet, according
to techniques described herein.

FIG. 8 is a flowchart illustrating an example process for
encapsulate IPv4 packets in IPv6 packets without reassem-
bling the IPv4 packets, according to techniques described
herein.

FIG. 9 is a flowchart illustrating an example process for
decapsulating fragments of an IPv4 packet from IPv6 pack-
ets and performing anti-spoof checks on the fragments
without reassembling the IPv4 packet, according to tech-
niques described herein.

DETAILED DESCRIPTION

FIG. 1 is a block diagram illustrating a system 2 in which
a network device 10 may connect an [Pv4 network 4 to an
IPv6 network 6, according to techniques described herein.
Network device 10 may be, for example, a MAP-E enabled
router (e.g., a MAP border relay) managed by a service
provider at the edge of a MAP domain, having at least one
IPv6 enabled interface connecting network device 10 to
IPv6 network 6, and at least one IPv4 interface connecting
network device to IPv4 network 4. In some examples, some
or all of system 2 may be part of a service provider network
(not shown).

As shown in FIG. 1, network device 10 may receive [Pv4
network packets from 1Pv4 network 4, encapsulate the [Pv4
network packets into IPv6 network packets, and may for-
ward the encapsulated IPv6 network packets through IPv6
network 6. In this example, IPv6 network 6 may also include
customer edge (CE) devices 8A-8N (“CE devices 8”) to
which the encapsulated IPv6 network packets are forwarded.
CE devices 8 may be devices that function as customer edge
routers in a MAP deployment. For example, one or more of
CE devices 8 may serve a residential site with one wide area
network-side interface and one or more local area network-
side interfaces. In some examples, IPv6 network 6 may be
a private network or a service provider network while [Pv4
network 4 may be a public network (e.g., the Internet). In
some examples, network device 10, IPv6 network 6, and CE
devices 8 may form a MAP domain. In some examples,
network device 10 may also receive IPv6 network packets
that encapsulate IPv4 network packets from IPv6 network 6,
such as from CE devices 8, perform anti-spoofing checks on
the IPv6 network packets, and, if the IPv6 network packets
pass the anti-spoofing checks, forward the IPv4 network
packets encapsulated within the IPv6 network packets to
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1Pv4 network 4. In some examples, network device 10 and
CE devices 8 may each be dual stacked devices in that they
can interoperate equally with IPv4 devices, IPv6 devices,
and other dual stacked devices. For example, CE devices 8
may interact with network device 10 via IPv6 network 6, but
may also be operably connected to an IPv4 network to
forward IPv4 network packets to IPv4 devices.

An IPv4 network packet may use an address plus port
technique for packet routing, where the IPv4 destination
address specified by an IPv4 network packet can be
extended by at least a portion of the destination port speci-
fied by the IPv4 network packet. To route an IPv4 network
packet through IPv6 network 6 to its intended destination,
network device 10 may encapsulate an IPv4 network packet
that it receives from IPv4 network 4 within an IPv6 network
packet. Network device 10 may perform Mapping of
Address and Port with Encapsulation (MAP-E) to map the
IPv4 destination address and destination port specified by
the IPv4 network packet to an IPv6 destination address, and
to encapsulate the [Pv4 network packet within an IPv6
network packet that specifies the IPv6 destination address,
so that the IPv6 network packet may be routed through IPv6
network 6 to its intended destination.

Network device 10 may receive an [Pv4 network packet
in the form of fragments, where each fragment includes a
portion of the IPv4 network packet. To forward the frag-
ments of the [Pv4 network packet through IPv6 network 6 to
its intended destination specified by the IPv4 destination
address and at least a portion of the destination port specified
by the IPv4 network packet, network device 10 may perform
MAP-E to determine the corresponding IPv6 destination
address based at least in part on the IPv4 destination address
and the destination port specified by the IPv4 network
packet, encapsulate each of the fragments in an IPv6 net-
work packet, based at least in part on the IPv6 network
address, and forward each of the encapsulated fragments
through IPv6 network 6 to the intended destination specified
by the IPv6 network address.

Because performing MAP-E includes mapping the IPv4
destination address and destination port specified by the
IPv4 network packet to an IPv6 destination address, network
device 10 may not be able to encapsulate the IPv4 network
packet into IPv6 network packets and forward the IPv6
network packets until it receives indications of the destina-
tion address and the destination port specified by the IPv4
network packet. While each fragment of the IPv4 network
packet includes an indication of the destination address of
the IPv4 network packet, not every fragment of the IPv4
network packet may include an indication of the destination
port of the IPv4 network packet. In some examples, only a
single fragment of the IPv4 network packet may include an
indication of the destination port of the IPv4 network packet.

In accordance with some aspects of the present disclosure,
network device 10 may receive fragments of an IPv4 net-
work packet that do not include an indication of the desti-
nation port, and may buffer the received fragments of the
IPv4 network packet in a buffer until network device 10
receives a fragment of the IPv4 network packet that includes
an indication of the destination port specified by the IPv4
network packet. When network device 10 receives the
fragment of the IPv4 network packet that includes the
indication of the destination port, network device 10 may
encapsulate each of the fragments that have been received
by network device 10 in an IPv6 network packet based at
least in part on the IPv4 destination address and the desti-
nation port specified by the IPv4 network packet, and may
forward the encapsulated network packets through IPv6
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network 6. When network device 10 receives additional
fragments of the IPv4 network packet after receiving the
fragment of the IPv4 network packet that includes the
indication of the destination port, network device 10 may
encapsulate those fragments in IPv6 network packets, and
may forward the encapsulated network packets through IPv6
network 6 without buffering the additional fragments in the
buffer or reassembling the IPv4 network packet based at
least in part on the additional fragments.

Network device 10 may also forward IPv4 network pack-
ets that have been encapsulated in IPv6 network packets
from IPv6 network 6 to IPv4 network 4 and route the IPv4
network packets through IPv4 network 4 to its intended
destination. In particular, network device 10 may receive,
from IPv6 network 6, IPv6 network packets that encapsulate
fragments of an IPv4 network packet that is to be forwarded
to IPv4 network 4. To prevent spoofing of IPv4 addresses,
network device 10 may perform an anti-spoof check on the
fragments of the IPv4 network packet that it receives in the
form of IPv6 network packets that encapsulate fragments of
the 1Pv4 network packet. Network device 10 may buffer
fragments of the IPv4 network packet until it has received
information associated with the IPv4 network packet that
enables it to perform the anti-spoofing check on fragments
of the IPv4 network packet.

Network device 10 may perform the anti-spoof check on
fragments of an IPv4 network packet that are embedded
within IPv6 network packets based at least in part on the
IPv4 source address and the source port specified by the
fragments of the IPv4 network packet. However, not every
fragment of the IPv4 network packet may include an indi-
cation of the source port of the IPv4 network packet. In some
examples, only a single fragment of the IPv4 network packet
may include an indication of the source port of the IPv4
network packet.

In accordance with some aspects of the present disclosure,
network device 10 may receive one or more IPv6 network
packets that encapsulate a respective one or more fragments
of an IPv4 network packet that do not include an indication
of the source port of the IPv4 network packet, and may
decapsulate and buffer the received fragments of the IPv4
network packet until network device 10 receives an IPv6
network packet that encapsulates a fragment of the IPv4
network packet that does include an indication of the source
port of the IPv4 network packet. When network device 10
receives the fragment of the IPv4 network packet that
includes the indication of the source port, network device 10
is able perform an anti-spoof check of the fragments of the
IPv4 network packet received by network device 10 based at
least in part on the source address and the source port
without reassembling the IPv4 network packet from its
fragments.

If the fragments IPv4 network packet received by network
device 10 passes the anti-spoof check, network device 10
may forward the IPv4 network packet fragments it has
received to IPv4 network 4, and may forward any remaining
fragments of the IPv4 network packet that it receives to IPv4
network 4. Conversely, if the fragments of the [Pv4 network
packet do not pass the anti-spoof check, network device 10
may drop the fragments of the IPv4 network packet it has
received, and may drop any remaining fragments of the IPv4
network packet that it receives.

FIG. 2 is a block diagram illustrating an example network
device 10 that is configured to encapsulate fragments of
IPv4 network packets in IPv6 packets without reassembling
the IPv4 network packets, and to perform anti-spoofing
checks on fragments of IPv4 network packets without reas-
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sembling the IPv4 network packets from its fragments,
according to techniques described herein. Network device
10 may include a router such as a provider edge or customer
edge router, a core router, or another type of network device,
such as a switch. In some examples, network device is a
MAP border relay router. In this example, network device 10
includes a control unit 12 that provides control plane func-
tionality for the device. Network device 10 also includes a
plurality of forwarding units 20A-20N (“forwarding units
20”) and a switch fabric 26 that together provide a data plane
for processing network traffic.

Forwarding units 20 receive and send data packets via
interfaces of interface cards 22A-22N (“IFCs 22”) each
associated with a respective one of forwarding units 20.
Each of forwarding units 20 and its associated ones of IFCs
22 may represent a separate line card insertable within a
chassis (not shown) of network device 10. IFCs 22 may be
referred to throughout this disclosure as one or more net-
work interfaces. Example line cards include flexible pro-
grammable integrated circuit (PIC) concentrators (FPCs),
dense port concentrators (DPCs), and modular port concen-
trators (MPCs). Each of IFCs 22 may include interfaces for
various combinations of layer two (I.2) technologies, includ-
ing Ethernet, Gigabit Ethernet (GigE), and Synchronous
Optical Networking (SONET) interfaces, that provide an .2
interface for transporting network packets. In various
aspects, each of forwarding units 20 may include more or
fewer IFCs. Switch fabric 26 provides a high-speed inter-
connect among forwarding units 20 for forwarding incoming
data packets to an egress forwarding unit of forwarding units
20 for output over a network that includes network device
10.

Control unit 12 is connected to each of forwarding units
20 by internal communication links 18. Internal communi-
cation links 18 may include a 100 Mbps Ethernet connec-
tion, for instance. Control unit 12 configures, by sending
instructions and other configuration data via internal com-
munication link 18, forwarding units 20 to define control
processing operations applied to packets received by for-
warding units 20.

Control unit 12 executes a plurality of applications,
including daemons 14A-14K (“daemons 14”). Each of the
applications may represent a separate process managed by a
control unit operating system. Daemons 14 may represent
user-level processes that are developed and deployed by the
manufacturer of the network device 10. As such, daemons
14 are “native” to the network device 10 in that the devel-
opment of the applications is carefully managed by the
manufacturer to facilitate secure, robust, and predictable
operation of the network device 10, such operation defined
at least in part according to a configuration specified by an
operator (e.g., a service provider, enterprise, or other cus-
tomer of the network device 10 manufacturer). Daemons 14
may run network management software, execute routing
protocols to communicate with peer routing devices, main-
tain and update one or more routing tables, and create one
or more forwarding tables for installation to forwarding
units 20, among other functions.

Control unit 12 may include one or more processors (not
shown in FIG. 2) that execute software instructions, such as
those used to define a software or computer program, stored
to a computer-readable storage medium (again, not shown in
FIG. 2), such as non-transitory computer-readable mediums
including a storage device (e.g., a disk drive, or an optical
drive) and/or a memory such as random-access memory
(RAM) (including various forms of dynamic RAM
(DRAM), e.g., DDR2 SDRAM, or static RAM (SRAM)),
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Flash memory, another form of fixed or removable storage
medium that can be used to carry or store desired program
code and program data in the form of instructions or data
structures and that can be accessed by a processor, or any
other type of volatile or non-volatile memory that stores
instructions to cause the one or more processors to perform
techniques described herein. Alternatively, or in addition,
control unit 12 may include dedicated hardware, such as one
or more integrated circuits, one or more Application Specific
Integrated Circuits (ASICs), one or more Application Spe-
cific Special Processors (ASSPs), one or more Field Pro-
grammable Gate Arrays (FPGAs), or any combination of
one or more of the foregoing examples of dedicated hard-
ware, for performing the techniques described herein.
Each forwarding unit of forwarding units 20 includes at
least one fragment buffer 28 that stores fragments of network
packets, such as fragments of IPv4 network packets on
which network device 10 may perform one or more opera-
tions. Fragment buffer 28 may be any appropriate data store
for storing fragments of network packets, and may be
embodied upon any appropriate computer readable storage
medium, such as memory, storage disks, and the like. For
example, fragment buffer 28A of forwarding unit 20A may
be memory that stores fragments received via IFC 22A.
Packet processor 24 A of forwarding unit 20A may perform
one or more operations on the fragments stored in fragment
buffer 28A and may output the fragments stored in fragment
buffer 28 A via IFC 22A. In some examples, fragment buffer
28 may be reassembly buffers of network device 10 that has
typically been used by network device 10 to store fragments
of IPv4 network packets that it is to reassemble to form a
whole IPv4 network packet that network device 10 may
encapsulate within an IPv6 network to send to IPv6 network
6, or to reassemble the IPv4 network packet to perform an
anti-spoof check on the IPv4 network packet. However, the
techniques disclosed in this disclosure may be able to
perform one or more operations on the fragments stored in
fragment buffer 28 without reassembling an IPv4 network
packet from the fragments stored in fragment buffer 28.
Each forwarding unit of forwarding units 20 includes at
least one packet processor 24 that processes packets by
performing a series of operations on each packet over
respective internal packet forwarding paths as the packets
traverse the internal architecture of network device 10.
Packet processor 24A of forwarding unit 20A, for instance,
includes one or more configurable hardware chips (e.g., a
chipset) that, when configured by applications executing on
control unit 12, define the operations to be performed by
packets received by forwarding unit 20. Each chipset may in
some examples represent a “packet forwarding engine”
(PFE). Each chipset may include different chips each having
a specialized function, such as queuing, buffering, interfac-
ing, and lookup/packet processing. Each of the chips may
represent application specific integrated circuit (ASIC)-
based, field programmable gate array (FPGA)-based, or
other programmable hardware logic. A single forwarding
unit 20 may include one or more packet processors 24.
Operations may be performed, for example, on each
packet by any of a corresponding ingress interface, an
ingress forwarding unit 20, an egress forwarding unit 20, an
egress interface or other components of network device 10
to which the packet is directed prior to egress, such as one
or more service cards. Packet processors 24 process packets
to identify packet properties and perform actions bound to
the properties. Each of packet processors 24 includes for-
warding path elements that, when executed, cause the packet
processor to examine the contents of each packet (or another
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packet property, e.g., incoming interface) and on that basis
make forwarding decisions, apply filters, and/or perform
accounting, management, traffic analysis, and load balanc-
ing, for example. The result of packet processing determines
the manner in which a packet is forwarded or otherwise
processed by packet processors 24 of forwarding units 20
from its input interface on one of IFCs 22 to, at least in some
cases, its output interface on one of IFCs 22.

Packet processors 24 include respective packet modules
30A-30N (“packet module 30”) that execute at packet
processors 24 to receive fragments of IPv4 network packets
from IPv4 network 4 via IFCs 22, encapsulate individual
fragments of an IPv4 network packet within individual IPv6
network packets according to MAP-E, and forward each the
IPv6 network packets via IFCs 22 to IPv6 network 6 without
reassembling the IPv4 network packet from its fragments.

The set of fragments of an IPv4 network packet that is
received by network device 10, via IFCs 22, is referred to
herein as a fragment flow, where every fragment of a
particular IPv4 network packet is part of the same fragment
flow associated with the IPv4 network packet. Packet mod-
ule 30 may forward the fragments of an IPv4 network packet
that network device 10 receives from IPv4 network 4 to IPv6
network 6 by performing MAP-E to determine an IPv6
destination address and to create an IPv6 network packets
based at least in part on the IPv6 destination address to
encapsulate each fragment of the fragment flow. Packet
module 30 may forward the IPv6 network packets that
encapsulate the fragments of the fragment flow to IPv6
network 6 via IFCs 22.

Packet module 30 may determine the IPv6 destination
address based at least in part on the IPv4 destination address
and destination port specified by the fragments of the
fragment flow. However, only a single fragment of the
fragment flow for an IPv4 network packet may include an
indication the destination port of the IPv4 network packet.
Thus, when packet module 30 encounters fragments of the
fragment flow that do not include an indication of the
destination port of the IPv4 network packet, packet module
30 is unable to perform MAP-E to determine the IPv6
destination address from the IPv4 destination address and
the destination port of the IPv4 network packet, and packet
module 30 is thus also unable to create IPv6 network packets
to encapsulate the fragments of the fragment flow.

Instead, in accordance with the techniques of this disclo-
sure, packet module 30 may buffer the fragments of a
fragment flow for an TPv4 network packet it receives in
fragment buffer 28 in the order in which the fragments were
received at network device 10 until packet module 30
receives, via IFCs 22, the fragment of the fragment flow that
includes an indication of the destination port of the IPv4
network packet. When packet module 30 receives, via IFCs
22, the fragment of the fragment flow for the IPv4 network
packet that includes an indication of the destination port for
the IPv4 network packet, packet module 30 may be able to
perform MAP-E to encapsulate the fragments of the frag-
ment flow within IPv6 network packets based at least in part
on the destination address of the IPv4 network packet and to
dispatch the IPv6 network packets to IPv6 network 6,
without requiring network device 10 to reassemble the IPv4
network packet.

As part of performing MAP-E, packet module 30 deter-
mines the IPv6 destination address from the IPv4 destination
address and the destination port. Packet module 30 may also
create IPv6 network packets based at least in part on the
IPv6 destination address and encapsulate each fragment of
the fragment flow it has received (i.e., the fragments of the
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fragment flow currently being buffered in fragment buffer 28
and the fragment of the fragment flow that includes an
indication of the destination port) within a respective IPv6
network packet it has created. Packet module 30 may
forward the IPv6 network packets to IPv6 network 6 for
routing to an intended destination according to the IPv6
destination address.

When packet module 30 receives one or more additional
fragments of the fragment flow for the IPv4 network packet
after it has received the fragment of the fragment flow that
includes an indication of the destination port for the IPv4
network packet, packet module 30 is able to perform MAP-E
to encapsulate the one or more additional fragments of the
fragment flow within respective one or more IPv6 network
packets without buffering the one or more additional frag-
ments of the fragment flow in fragment buffer 28, and to
forward the one or more IPv6 network packets to IPv6
network 6. In this way, packet module 30 is able to forward
fragments of an IPv4 network packet from IPv4 network 4
to IPv6 network 6 without reassembling the IPv4 network
packet from its fragments.

Packet processor 24 may also include or otherwise be able
to access flow tables 32A-32N (“flow table 32”) that
includes entries associated with fragment flows encountered
by packet module 30. Flow table may be any suitable data
structures or data stores that stores information associated
with fragment flows processed by packet module 30, and
may be embodied upon any suitable computer readable
storage medium.

When packet module 30 initially encounters a fragment of
a fragment flow from an IPv4 network 4 for forwarding to
IPv6 network 6, packet module 30 may create an entry for
the fragment flow in flow table 32. When packet module 30
has finished processing all fragments of the fragment flow,
packet module 30 may delete the entry for the fragment flow
from flow table 32. The entry for the fragment flow may
store various information associated with the fragment flow
that may be used by packet module 30 to process fragments
of the fragment flow. In particular, packet module 30 may
use the information stored in the entry for the fragment flow
to determine whether to buffer fragments of the fragment
flow received by network device 10 in to fragment buffer 28,
or whether to encapsulate and forward fragments of the
fragment flow received by network device 10.

The entry for a fragment flow in flow table 32 may include
or otherwise be associated with a key that may be used to
index into flow table 32 to look up and locate the entry in
flow table 32 for a particular fragment flow entry. The key
for an entry in flow table 32 for a fragment flow associated
with an IPv4 network packet may be generated, such as via
hashing, based at least in part on the following values
specified by an IPv4 network packet header included in each
fragment of the fragment flow: a fragment identifier, an IPv4
source address, an IPv4 destination address, and a protocol
identifier.

The fragment identifier is a value, such as an integer, that
is the same for each fragment of the fragment flow, and
uniquely identifies the fragment flow out of all fragment
flows having the same IPv4 source address, IPv4 destination
address, and protocol identifier. The IPv4 source address and
the IPv4 destination address are IPv4 network addresses that
indicate the source and intended destinations, respectively,
of'the fragments of the fragment flow. The protocol identifier
is a value that identifies the transport protocol (e.g., TCP,
UDP, etc.) of the fragments of the fragment flow. Each of
these values are the same for each fragment of the fragment
flow, thereby allowing network device 10 to identify frag-
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ments that are part of the fragment flow. Flow table 32 may
store an association of the key with an entry of flow table 32,
or otherwise associate the key with the entry, so that flow
table 32 may use the key to index into the appropriate entry
of flow table 32 for the fragment flow.

An entry in flow table 32 for a fragment flow associated
with an IPv4 network packet may include a state field
(“State”), a destination port field (“DPORT™), a sent bytes
field (“SNT_BYTS”), a queued bytes field (“QUED-
_BYTS”), a total length field (“TOTAL_BYTS”), and a
timer field (“Timer”). The state field may store a value that
indicates the state of the fragment flow. In some example
aspects, a fragment flow associated with an IPv4 network
packet may be in one of the following states: a new entry
state, a buffer state, an encapsulation state, and a drop state.

A fragment flow is in a new entry state when flow table
32 does not include an entry for the fragment flow. Thus, the
value of the state field may only indicate whether the
fragment flow is in a buffer state, an encapsulation state, or
a drop state. The buffer state indicates that packet module 30
will buffer fragments of the fragment flow received by
packet module 30 in fragment buffer 28 because packet
module 30 has yet to receive a fragment of the fragment flow
that includes an indication of the destination port. The
encapsulation state indicates that packet module 30 has
received a fragment of the fragment flow that includes an
indication of the destination port and therefore will encap-
sulate and forward fragments of the fragment flow. The drop
state indicates that packet module 30 will drop fragments of
the fragment flow and refrain from buffering, encapsulating,
or forwarding fragments of the fragment flow.

The destination port field may store a value that indicates
the destination port. As discussed above, only one fragment
of a fragment flow may include an indication of the desti-
nation port. As such, packet module 30 may update the
destination port field when network device 10 has received
the fragment of the fragment flow that includes an indication
of the destination port.

The sent bytes field may store a value indicative of the
total size of the fragments of the fragment flow that network
device 10 has dispatched. Each time network device 10
dispatches, via IFCs 22, an encapsulated fragment of the
fragment flow, packet module 30 may increment the value of
the sent bytes field by the size of the dispatched fragment.
The queued bytes field may store a value indicative of the
total size of the fragments of the fragment flow currently
being huffered by network device 10 in fragment buffer 28.
Each time network device 10 receives and buffers a fragment
of the fragment flow in fragment buffer 28, packet module
30 may increment the value of the queued bytes field by the
size of the buffered fragment. The total length field may
store a value indicative of the total size of all of the
fragments of the fragment flow. When network device 10
receives the last fragment of the fragment flow, packet
module 30 may be able to determine the total size of all of
the fragments of the fragment flow based on the offset of the
last fragment and the size of the last fragment.

The sizes of the fragments indicated by the values of the
sent bytes field, queued bytes field, and total bytes field may
not include the size of the IPv4 headers included in the
fragments. As will be further discussed below, each frag-
ment of an IPv4 packet may include a respective IPv4 header
and data section. As such, the values of the sent bytes field,
queued bytes field, and total bytes field may indicate the size
of the data sections of the fragments that have been sent by
network device 10, the size of the data sections of the
fragments buffered by network device 10, and the size of the

40

45

14

data sections of all fragments making up the fragment flow,
respectively. Packet module 30 may determine the size of
the data section of a fragment by subtracting the size of the
IPv4 header from the size of the fragment.

The timer field may store a value indicative of the amount
of time that has elapsed during processing of the fragment
flow. As network device 10 receives fragments of the
fragment flow, packet module 30 may update the value of
the timer field with the amount of time that has elapsed
during processing of the fragment flow. If the amount of
time that has elapsed during processing of the fragment flow
exceeds a reassembly time out value, network device 10 may
cease forwarding of the fragments of the fragment flow. In
this way, packet module 30 may utilize flow table 32 during
its processing of fragments of a fragment flow.

Packet module 30 may also execute at packet processors
24 to receive [Pv6 network packets from IPv6 network 6, via
IFCs 22, that encapsulate fragments of an IPv4 network
packet that are to be forwarded to IPv4 network 4. Packet
module 30 may decapsulate the fragments of the IPv4
network packet from the IPv6 network packets, perform an
anti-spoof check on the decapsulated fragments, and, if the
fragments pass the anti-spoof checks, forward the fragments
to IPv4 network 4 without reassembling an IPv4 network
packet from its fragments. Packet module 30 may perform
the anti-spoof checks when anti-spoof check is enabled in
packet module 30. If anti-spoof check is not enabled, packet
module 30 may forward the fragments to IPv4 network 4
without performing the anti-spoof checks.

The set of fragments of an IPv4 network packet encap-
sulated within the IPv6 network packets that are received by
network device 10 is also referred to herein as a fragment
flow, where every fragment of a particular IPv4 network
packet is part of the same fragment flow. Each fragment of
the fragment flow may be encapsulated within a respective
IPv6 network packet, and network device 10 may receive
IPv6 network packets that encapsulate fragments of the
fragment flow from IPv6 network 6.

Packet module 30 may perform an anti-spoof check on
each fragment of such a fragment flow. When packet module
30 receives an IPv6 network packet that encapsulates a
fragment of a fragment flow, packet module 30 may decap-
sulate the fragment from the IPv6 network packet. Upon
decapsulating the packet, packet module 30 may perform an
anti-spoof check on the decapsulated fragment. If the frag-
ment passes the anti-spoof check, packet module 30 may
forward the fragment to IPv4 network 4. If the fragment fails
the anti-spoof check, packet module 30 may drop the packet.

Packet module 30 may perform an anti-spoof packet on
fragments of a fragment flow associated with an IPv4
network packet by determining whether the IPv4 source
address and the source port of the IPv4 network packet are
each within a respective acceptable range. If the IPv4 source
address and the source port are each within a respective
acceptable range, then the fragment passes the anti-spoof
check. However, if at least one of the IPv4 source address or
the source port is not within a respective acceptable range,
then the fragment fails the anti-spoof check.

However, only a single fragment of the fragment flow for
an [Pv4 network packet may include an indication the source
port of the IPv4 network packet. Thus, when packet module
30 encounters fragments of the fragment flow that do not
include an indication of the source port of the IPv4 network
packet, packet module 30 is unable to perform the anti-spoof
check for any fragments of the fragment flow.

Instead, packet module 30 may decapsulate, from IPv6
network packets that network device 10 has received via
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IFCs 22 from IPv6 network 6, fragments of a fragment flow
for an IPv4 network packet. Packet module 30 may buffer
the decapsulated fragments of the fragment flow in fragment
buffer 28 in the order in which they were received at network
device 10 until network device 10 receives and decapsulates
the fragment of the fragment flow that includes an indication
of'the source port of the IPv4 network packet. When network
device 10 receives the fragment of the fragment flow that
includes an indication of the source port of the IPv4 network
packet, packet module 30 may be able to perform anti-spoof
checks on each of the fragments of the fragment flow. When
network device 10 receives one or more additional frag-
ments of the fragment flow for the IPv4 network packet after
it has received the fragment of the fragment flow that
includes an indication of the source port of the IPv4 network
packet, packet module 30 is able to perform anti-spoof
checks on the one or more additional fragments of the
fragment flow without buffering the one or more additional
fragments of the fragment flow in fragment buffer 28.

When packet module 30 encounters fragments of a frag-
ment flow for which packet module 30 is to perform
anti-spoof checks, packet module 30 may add entries asso-
ciated with fragment flows encountered by packet module
30 to flow table 32, where the fragments of the fragment
flow are encapsulated within IPv6 network packets received
by network device 10. When packet module 30 has per-
formed anti-spoof checks on all of the fragments of a
fragment flow, packet module 30 may delete the entry for the
fragment flow from flow table 32.

The entry for the fragment flow may store various infor-
mation associated with the fragment flow that may be used
by packet module 30 to process fragments of the fragment
flow in order to perform anti-spoof checks on the fragments
of the fragment flow. In particular, packet module 30 may
use the information stored in the entry for the fragment flow
to determine whether to buffer fragments of the fragment
flow received by network device 10 in to fragment buffer 28,
or whether to perform anti-spoof checks on the fragments of
the fragment flow received by network device 10.

The entry for a fragment flow in flow table 32 may include
or otherwise be associated with a key that may be used to
index into flow table 32 to look up and locate the entry in
flow table 32 for a particular fragment flow entry. The key
for an entry in flow table 32 for a fragment flow associated
with an IPv4 network packet, where the fragments of the
fragment flow are encapsulated in IPv6 network packets,
may be generated, such as via hashing, based at least in part
on the following values specified by an IPv6 network packet
header and an IPv4 network packet header that are each
included in each IPv6 network packet: an IPv6 source
address, an IPv6 destination address, a fragment identifier,
an IPv4 source address, an IPv6 destination address, and a
protocol identifier.

The IPv6 source address and the IPv6 destination address
are IPv6 network addresses that indicate the source and
intended destinations, respectively, of the IPv6 network
packet. The IPv4 source address and the IPv4 destination
address are IPv4 network addresses that indicate the source
and intended destinations, respectively, of the fragment
encapsulated by the IPv6 network packet.

The fragment identifier is a value that is the same for each
fragment of the fragment flow, and uniquely identifies the
fragment flow out of all fragment flows having the same
source address, destination address, and protocol identifier.
The protocol identifier is a value that identifies the transport
protocol (e.g., TCP, UDP, etc.) of the fragments of the
fragment flow. Each of these values are the same for each
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fragment of the fragment flow, thereby allowing network
device 10 to identify IPv6 network packets that encapsulate
fragments that are part of the fragment flow.

An entry in flow table 32 for a fragment flow associated
with an IPv4 network packet may include a state field
(“State”), a source port field (“SPORT”) a sent bytes field
(“SNY_BYTS”), a queued bytes field (“QUED_BYTS”), a
dropped bytes field (“DROPPED_BYTS”), a total length
field (“TOTAL_BYTS”), and a timer field (“Timer”). The
state field may store a value that indicates the state of the
fragment flow. A fragment flow associated with an IPv4
network packet may be in one of the following states: a
device entry state, a buffer state, a spoof status available
state, and a drop state. As network device 10 receives
fragments of a fragment flow, network device 10 may create
an entry in flow table 32 and populate the fields of the entry
with values based at least in part on the fragments of the
fragment flow that it has received.

Because a fragment flow is in a new entry state when flow
table 32 does not include an entry for the fragment flow, the
value of the state field may only indicate whether the
fragment flow is in a buffer state, a spoof status available
state, or a drop state. The source port field may store a value
that indicates the source port. As discussed above, only one
fragment of the fragment flow may include an indication of
the source port. As such, network device 10 may only update
the source port field when it has received the fragment of the
fragment flow that includes an indication of the source port.

The sent bytes field may store a value indicative of the
total size of the fragments of the fragment flow that has
passed the anti-spoof check and has been dispatched. Each
time a fragment of the fragment flow passes the anti-spoof
check and is dispatched by packet module 30 to IPv4
network 4, packet module 30 may increment the value of the
sent bytes field in the fragment flow’s entry in flow table 32
by the size of the dispatched fragment. The queued bytes
field may store a value indicative of the total size of the
fragments of the fragment flow currently being buffered by
packet module 30 in fragment buffer 28. Each time packet
module 30 receives and buffers a fragment of the fragment
flow in fragment buffer 28, packet module 30 may increment
the value of the queued bytes field by the size of the buffered
fragment.

The dropped bytes field may store a value indicative of the
total size of the fragments of the fragment flow that packet
module 30 has dropped. Packet module 30 may drop frag-
ments of the fragment flow if they fail the anti-spoof check
or if the amount of time that has elapsed during processing
of the fragment flow exceeds a reassembly timeout. Each
time a fragment of the fragment flow fails the anti-spoof
check and is dropped, packet module 30 may increment the
value of the sent bytes field by the size of the dropped
fragment.

The total length field may store a value indicative of the
total size of all of the fragments of the fragment flow. When
packet module 30 receives the last fragment of the fragment
flow, packet module 30 may be able to determine the total
size of all of the fragments of the fragment flow based on the
offset of the last fragment and the size of the last fragment.
The sizes of the fragments indicated by the values of the sent
bytes field, queued bytes field, dropped bytes field, and total
bytes field may not include the size of the IPv4 headers
included in the fragments. As will be further discussed
below, each fragment of an IPv4 packet may include a
respective IPv4 header and data section. As such, the values
of the sent bytes field, queued bytes field, dropped bytes
field, and total bytes field may indicate the size of the data
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sections of the fragments that have been sent by network
device 10, the size of the data sections of the fragments
buffered by network device 10, the size of the data sections
of the fragments dropped by network device 10, and the size
of the data sections of all fragments making up the fragment
flow, respectively. Packet module 30 may determine the size
of the data section of a fragment by subtracting the size of
the IPv4 header from the size of the fragment.

The timer field may store a value indicative of the amount
of time that has elapsed during processing of the fragment
flow. As packet module 30 receives fragments of the frag-
ment flow, packet module 30 may update the value of the
timer field with the amount of that that has elapsed during
processing of the fragment flow. If the amount of time that
has elapsed during processing of the fragment flow exceeds
a reassembly time out value, packet module 30 may cease
forwarding of the fragments of the fragment flow.

FIGS. 3A and 3B are block diagrams illustrating an
example IPv4 network packet that is fragmented into
example fragments and example IPv6 network packets that
encapsulate the example fragments of the example IPv4
network packet, according to the techniques described
herein. A network device, such as network device 10, may
receive fragments of IPv4 network packets from an IPv4
network, such as IPv4 network 4, and may encapsulate the
fragments within IPv6 network packets for transmission to
an IPv6 network, such as IPv6 network 6. Network device
10 may also receive from an IPv6 network, such as IPv6
network 6, IPv6 network packets that encapsulate fragments
of IPv4 network packets. Network device 10 may decapsu-
late the fragments of IPv4 network packets from the IPv6
network packets and may perform anti-spoof checks on the
decapsulated fragments of IPv4 networks.

As shown in FIG. 3A, IPv4 network packet 40 may
include header 42 followed by data section 44. Header 42
may include fields that specifies various information regard-
ing IPv4 network packet 40. In the example of FIG. 4, the
fields in header 42 may include total length 50A, identifi-
cation 50B, flag 50C, fragment offset 50D, protocol 50E,
source address 50F, and destination address 50G. Header 42
may include additional fields not shown in FIG. 4. For
example, header 42 may include a total of fourteen fields,
thirteen of which are required.

Total length 50A is the size of IPv4 network packet 40,
including header 42 and data section 44. When part of a
fragment of IPv4 network packet 40, total length 50A may
be the size of the fragment rather than the size of IPv4
network packet 40.

Identification 50B is a value that uniquely identify the
groups of fragments making up IPv4 network packet 40.
Identification 50B may be referred to throughout this dis-
closure as fragment ID. Flags 50C may include one or more
flags. Flags 50C may include a Don’t Fragment (DF) flag
that may be set (e.g., have a value of one) if IPv4 network
packet 40 cannot be fragmented, and may not be set (e.g.,
has a value of zero) if IPv4 network packet 40 can be
fragmented. Flags 50C may also include a More Fragments
(MF) that is set (e.g., have a value of one) for each fragment
of IPv4 network packet 40 other than the last fragment.

Fragment offset 50D specifies the offset of a particular
fragment of 1Pv4 network packet 40 relative to the begin-
ning of the original unfragmented IPv4 network packet 40.
The first fragment has an offset of zero. Protocol 50E
specifies the protocol used in data section 44 of IPv4
network packet 40, such as Transmission Control Protocol
(TCP) or User Datagram Protocol (UDP). Source address
50F specifies the IPv4 address of the sender of IPv4 network
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packet 40. Destination address 50G specifies the IPv4
address of the receiver of IPv4 network packet 40.

Data section 44 of IPv4 network packet 40 may include
data associated with the transport layer protocol, such as
TCP, UDP, and the like, utilized by IPv4 network packet 40.
Data section 44 of IPv4 network packet 40 may include
transport protocol header 46 followed by payload 48. Trans-
port protocol header 46 may be a TCP header, UDP header,
and the like depending on the transport layer protocol used
by IPv4 network packet 40. Transport protocol header 46
may include source port 50H and destination port 50I.
Source port 50H identifies the sending port of IPv4 network
packet 40, and destination port 501 identifies the destination
port of IPv4 network packet 40. Transport protocol header
46 may include additional fields not shown in FIG. 3A.
Payload 48 may be data carried by IPv4 network packet 40
besides header 42 and transport protocol header 46.

Fragmenting IPv4 network packet 40 includes dividing
data section 44 of IPv4 network packet 40 into sequential
data section fragments 45A-45N (“data sections 45”), which
are sequential non-overlapping portions of data section 44 of
IPv4 network packet 40. Data section fragment 45A may
include a sequentially first portion of data section 44,
including transport protocol header 46 and a first portion of
payload 48. Data section fragment 45N may include the
sequentially last non-overlapping portion of payload 48.
One or more data section fragments, such as data section
fragment 45B, may each contain a non-overlapping portion
of payload 48 between the portions of payload 48 contained
in data section fragment 45A and data section fragment 45N.
As can be seen, only data section fragment 45A contains
transport protocol header 46, while none of the remaining
data section fragments 45B-45N contains transport protocol
header 46.

Fragments 52A-52N (“fragments 52”) of IPv4 network
packet 40 may each contain IPv4 header 42 and one of data
sections 45. Fragment 52A that contains data section frag-
ment 52A, and is an example of a first fragment of IPv4
network packet 40 because it contains the sequentially first
portion of data section 44. Fragment 52N that contains data
section fragment 45N, and is an example of a last fragment
of IPv4 network packet 40 because it contains the sequen-
tially last portion of data section 44. Fragment 52B that
contains data section fragment 52B is an example of a mid
fragment of TPv4 network packet 40 because it contains a
data section fragment (e.g., data section fragment 45B) that
is not sequentially the first portion of data section 44 or the
last portion of data section 44.

IPv4 network packet 40 may be fragmented into a plu-
rality of fragments 52. Plurality of fragments 52 may include
one first fragment (i.e., fragment 52A), one last fragment
(i.e., fragment 52N), and one or more mid fragments (i.e.,
fragment 52B). Each fragment of fragments 52 includes the
fields of IPv4 header 42, including fields 50A-50G. While
the values for each of fields S0A-50G are the same for each
fragment of fragments 52, some of the fields may contain
different values. For example, the first fragment such as
fragment 52A and the one or more mid fragments, such as
fragment 52B, may each have the More Fragments (MF) flag
in flags 50C be set (e.g., have a value of one) because they
are not the last fragment. Meanwhile, the last fragment such
as fragment 52N may have the MD flag in flags 50C not be
set (e.g., have a value of zero). In addition, the value of
fragment offset 50D may be different for each fragment of
fragments 52. For example, the value of fragment offset 50D
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for the first fragment such as fragment 52A is zero, while the
value of fragment offset 50D for other fragments is non-
Zero.

While fragments 52 are referred to as first fragment, mid
fragment, and last fragment, it should be understood that
these names do not necessarily refer to the order in which
network device 10 may receive these fragments 52, because
fragments 52 may arrive out of order at network device 10.
Instead, the terms first, mid, and last refer to the sequential
portions of data section 44 that are included in the respective
fragments 52.

When fragments 52 arrive at network device 10, network
device 10 may encapsulate fragments 52 into IPv6 network
packets, where each fragment of fragments 52 is encapsu-
lated within a separate IPv6 network packet. Thus, if frag-
ments 52 includes a total of five fragments, network device
10 may encapsulate the five fragments within five IPv6
network packets that each contain one of the five fragments.

As shown in FIG. 3B, when network device 10 receives
fragments 52, network device 10 may perform MAP-E to
encapsulate fragments 52 within IPv6 network packets 60A-
60N (“IPv6 network packets 607). In particular, network
device 10 may encapsulate fragment 52A within IPv6 net-
work packet 60A, encapsulate fragment 52B within IPv6
network packet 60B, encapsulate fragment 52N within IPv6
network packet 60N, and so on. An IPv6 network packet
includes IPv6 header 62 and a payload (e.g., one of frag-
ments 52). Thus, IPv6 network packet 60A includes IPv6
header 62 and fragment S52A, IPv6 network packet 60B
includes IPv6 header 62 and fragment 52B, and IPv6 net-
work packet 60C includes IPv6 header 62 and fragment 52C.
IPv6 header 62 may include IPv6 source address 64A and
IPv6 destination address 64B. IPv6 source address 64A
specifies the IPv6 address of the sender of IPv4 network
packet 40, a fragment of which is contained in the IPv6
network packet. IPv6 destination address 64B specifies the
IPv6 address of the receiver of the IPv6 network packet. It
should be understood that IPv6 header 62 may include
additional fields that are not shown in FIG. 3B.

To perform MAP-E to encapsulate fragments 52 within
IPv6 network packets 60, network device 10 may generate
IPv6 network header 62, including IPv6 source address 64A
and IPv6 destination address 64B, based at least in part on
fragments 52. Because IPv4 network packet 40 uses an
address plus port technique for packet routing, where the
source address 50F specified by IPv4 network packet 40 is
extended by at least a portion of the source port 50H
specified by IPv4 network packet 40, and the destination
addresses 50G specified by IPv4 network packet 40 is
extended by at least a portion of the destination port 501
specified by the IPv4 network packet 40, network device 10
may not be able to generate IPv6 network header 62 until it
receives fragment 52A that includes source port 50H and
destination port 501.

However, network device 10 may not necessarily receive
fragment 52A that contains destination port 521 before it
receives other fragments of fragments 52. If network device
10 receives one or more fragments of fragments 52 other
than fragment 52A before network device 10 receives frag-
ment 52A, network device 10 may not be able to encapsulate
the one or more fragments of fragments 52 that it has
received. Instead, network device 10 may buffer the one or
more fragments of fragments 52 that it has received in
fragment buffer 28 until it receives fragment 52A that
includes source port S0H and destination port 50I. When
network device 10 receives fragment S2A that includes
source port S0H and destination port 501, network device 10
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may be able to generate IPv6 header 62, including IPv6
source address 64A and IPv6 destination address 64B, based
at least in part on source port S0H and destination port 501
included by fragment 52A. Network device 10 may utilize
IPv6 header 62 to encapsulate fragment 52A and the one or
more fragments stored in fragment buffer 28 into IPv6
network packets 60, and dispatch IPv6 network packets 60
to IPv6 network 6.

In some examples, network device 10 may also receive
IPv6 network packets 60 that may encapsulate fragments 52
of a fragment flow associated with IPv4 network packet 40.
Network device 10 may decapsulate fragments 52 from the
received IPv6 network packets 60, perform anti-spoof
checks on fragments 52, and, if fragments 52 pass the
anti-spoof checks, forward fragments 52 onto IPv4 network
4.

Network device 10 may perform anti-spoof checks on
fragments 52 based at least in part on IPv4 source address
50F and source port 50H included in fragments 52 by
determining whether each of source address 50F and source
port 50H is within a respective acceptable range. If each of
source address 50F and source port 50H is each within a
respective acceptable range, then fragments 52 may pass the
fragment check.

However, only the first fragment (e.g., fragment 52A) of
the fragment flow, contains source port S0H, and network
device may not necessarily receive fragment 52A that con-
tains source port S0H before it receives other fragments of
fragments 52. If network device 10 receives one or more
fragments of fragments 52 other than fragment 52A before
network device 10 receives fragment 52A, network device
10 may not be able to perform anti-spoof checks on the one
or more fragments of fragments 52 that it has received.
Instead, network device 10 may buffer the one or more
fragments of fragments 52 that it has received in fragment
buffer 28 until it receives fragment 52A that includes source
port 50H. When network device 10 receives fragment 52A
that includes source port 50H, network device 10 may be
able to perform an anti-spoof check on fragments 52 of the
fragment flow based at least in part on source port 50H
included in fragment 52A. If the fragments 52 of the
fragment flow pass the anti-spoof check, network device 10
may forward fragments 52 of the fragment flow to IPv4
network 4.

As network device 10 receives, buffers, and encapsulates
fragments 52 of a fragment flow, the fragment flow may
transition between different states. FIG. 4 is a block diagram
illustrating the state transitions of an example fragment flow,
according to the techniques described herein. As shown in
FIG. 4, the state of a fragment flow may be new entry state
70, buffer state 72, encapsulation state 74, or drop state 76.
New entry state 70 indicates that network device 10 has yet
to receive any fragments 52 of the fragment flow. Buffer
state 72 indicates that network device 10 is currently buff-
ering fragments 52 that it receives but cannot yet encapsu-
late and dispatch any of the received fragments 52. Encap-
sulation state 74 indicates that the network device 10 is
currently able to encapsulate and dispatch any fragments 52
that it receives. Drop state 76 indicates that network device
10 is currently dropping any fragments 52 that it receives.

A fragment flow is in new entry state 70 until it receives
a fragment of the fragment flow. When the fragment flow is
in new entry state 70, the fragment flow may transition to
buffer state 72 if network device 10 receives a mid fragment
or a last fragment of the fragment of flows, or may transition
to encapsulation state 74 if network device 10 receives a first
fragment of the fragment flows. When the fragment flow is
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in buffer state 72, network device 10 is unable to encapsulate
any fragments 52 of the fragment flow it receives. Instead,
network device 10 may store fragments it has received in
fragment buffer 28. When network device 10 receives addi-
tional mid fragments or the last fragment of the fragment
flow when the fragment flow is in buffer state 72, the
fragment flow may remain in buffer state 72 and network
device 10 may store the fragments it receives in fragment
buffer 28.

Regardless of whether the fragment state is in new entry
state 70 or buffer state 72, when network device 10 receives
a first fragment of the fragment flow, network device 10 is
able to transition to encapsulation state 74. When the frag-
ment flow is in encapsulation state 74, network device 10
has received the first fragment of the fragment flow that
includes an indication of the destination port of IPv4 net-
work packet 40. Thus, network device 10 is now ready to
encapsulate fragments 52 that it has received in IPv6 net-
work packets 60 and dispatch the IPv6 network packets 60
to IPv6 network 6. When network device 10 receives
additional fragments 52 while the fragment flow is in
encapsulation state 74, network device 10 may encapsulate
the additional fragments 52 it receives in IPv6 network
packets 60 and dispatch the IPv6 network packets 60 to IPv6
network 6 without buffering the additional fragments 52 in
fragment buffer 28.

When the fragment is in new entry state 70, buffer state
72, or encapsulation state 74, the fragment flow may tran-
sition to a drop state 76 when the time elapsed for processing
fragments 52 exceeds a reassembly time out, or when an
error occurs. Examples of the length of time for a reassem-
bly time out may be 30 seconds, 45 seconds, and the like.
When the fragment flow is in drop state 76, network device
10 may drop any fragments 52 that it receives. Dropping a
fragment may include network device 10 refraining from
encapsulating or forwarding fragments 52 to IPv6 network
6.

FIGS. 5A-5C depict a flowchart illustrating an example
process for encapsulate IPv4 packets in IPv6 packets with-
out reassembling the IPv4 packets, according to techniques
described herein. Such a process can be performed by a
network device, such as network device 10, that is connected
to an IPv4 network such as IPv4 network 4 and to an IPv6
network such as IPv6 network 6. As shown in FIG. 5A,
network device 10 may receive a fragment of an IPv4
network packet, such as one of fragments 52 of IPv4
network packet 40, from TPv4 network 4 (82).

As discussed throughout this disclosure, network device
10 may buffer every fragment of a flow that it receives until
it receives a first fragment of the flow. Once network device
10 receives the first fragment of the flow, it has the necessary
information, such as the destination port, to perform encap-
sulation of each of the fragments of the flow that it has
received. Thus, network device 10 determine the type of
action to take in response to receiving the fragment based at
least in part on the type of the fragment. Further, as dis-
cussed above with respect to FIG. 4, the type of action that
network device 10 takes in response to receiving a fragment
may also be based at least in part on the state of the fragment
flow.

As such, when network device 10 receives the fragment,
network device 10 may determine the fragment type of the
fragment as well as the state of the fragment flow of the
fragment in order to determine an action to perform in
response to receiving the fragment. Network device 10 may
determine the fragment type of a fragment as being one of:
a first fragment (e.g., fragment 52A), a mid fragment (e.g.,
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fragment 52B), or a last fragment (e.g., fragment 52N) of the
fragment flow based at least in part on information contained
in the fragment (84). For example, IFCs 22 of network
device 10 may receive the fragment, and packet module 30
of network device 10 may determine the fragment type of
the fragment.

Network device 10 may determine whether the fragment
is a first fragment, mid fragment, or last fragment of the
fragment flow based at least in part on the fragment offset
50D and flag 50C in IPv4 header 42 of the fragment. In
particular, network device 10 may determine that the frag-
ment is a first fragment of the fragment flow if the value of
fragment offset 50D is equal to zero and if the More
Fragments flag in flags 50C is set. Network device 10 may
determine that the fragment is a mid fragment if the value of
fragment offset 50D is non-zero and the More Fragments
flag in flags 50C is set. Network device 10 may determine
that the fragment is a last fragment if the value of fragment
offset 50D is non-zero and the More Fragments flag in flags
50C is not set.

Besides determining the type of the fragment, network
device 10 may also determine the state of the fragment flow
at the time network device 10 receives the fragment. The
state of the fragment flow may also inform network device
10 as to the action it takes in response to receiving the
fragment. A fragment flow may be in one of four states: new
entry, buffer, encapsulation, or drop. A fragment flow may be
in a new entry state when network device 10 has not yet
received any fragments of the fragment flow. A fragment
flow may be in a buffer state when it has received one or
more fragments of the fragment flow, but has yet to receive
the first fragment of the fragment flow that includes an
indication of the destination port. A fragment flow may be in
an encapsulation state when it has received the first fragment
of the fragment flow that includes an indication of the
destination port. A fragment flow may be in a drop state
when each fragment of the fragment flow is to be dropped
by network device 10. For example, packet module 30 of
network device 10 may determine the state of the fragment
flow.

When the fragment flow is in a buffer state, network
device 10 may be able to buffer any fragments of the
fragment flow that it receives in fragment buffer 28, but may
not be able to encapsulate and dispatch the fragments of the
fragment flow it has received. When the flow state is in an
encapsulation state, network device 10 may be able to
encapsulate and dispatch fragments of the fragment flow that
it has received. When the fragment flow is in a drop state,
network device 10 may drop any fragments of the fragment
flow that it receives.

As shown in FIG. 5B, when the fragment is a first
fragment 52A, network device 10 may determine the frag-
ment flow for the fragment to be in one of the following flow
states: new entry, buffer, or drop. (86). Because network
device 10 cannot encapsulate fragments of the fragment flow
until it has received the first fragment of the fragment flow,
the fragment flow cannot be in encapsulation mode until
network device 10 receives the first fragment of the frag-
ment flow. While FIGS. 5A and 5B illustrates that the
fragment’s type is determined before determining the state
of the fragment flow for the fragment, it should be under-
stood that such determinations may occur in any order, or
may occur simultaneously. For example, network device 10
may determine the state of the fragment flow for the frag-
ment prior to determining the fragment type of the fragment.

Network device 10 may determine the state of the frag-
ment flow by performing a lookup into flow table 32 to
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determine whether flow table 32 includes an entry for the
particular fragment flow and, if so, determine the value of
the state field of the flow table entry for the fragment flow.
Network device 10 may perform the lookup into flow table
32 by indexing into flow table 32 using a key that network
device 10 may generate based at least in part on the contents
of the fragment. Because each fragment may include IPv4
header 42, network device 10 may generate the key based at
least in part on a portion of IPv4 header 42. In one example,
network device 10 may generate the key based at least in
part on fragment ID, source address, destination address,
and protocol ID contained in IPv4 header 42 because they
may uniquely identify the fragment flow compared with
other fragment flows. For example, network device 10 may
hash the fragment ID, source address, destination address,
and protocol ID to generate a key that is used to index into
flow table 32 to lookup the flow table entry for the fragment
flow.

Network device 10 may determine the fragment flow to be
in the new entry state when flow table 32 does not include
an entry for the fragment flow. In response to determining
that the fragment is a first fragment and that the state of the
fragment flow is new entry, network device 10 may create an
entry for the fragment flow in flow table 32 for the fragment
flow (88). For example, packet module 30 of network device
10 may create the entry for the fragment flow in flow table
32 and update the fields of the entry in flow table 32. As
discussed above, an entry for the fragment flow in flow table
32 may include fields such as state, destination port, sent
bytes, queued bytes, total bytes, and timer. Because the first
fragment includes an indication of the destination port,
network device 10 may update the destination port field in
the entry to the destination port indicated by the first
fragment. Further, when network device 10 receives the first
fragment of the fragment flow, network device 10 may
change the state of the fragment flow from new entry to
encapsulation by setting the state field of the entry to a value
that indicates encapsulation state.

In addition, because the first fragment can be encapsu-
lated and dispatched without being buffered in fragment
buffer 28, network device 10 may also set the sent bytes field
to the size of the data section (e.g., data section fragment
45A) of the fragment. The IPv4 header (e.g., IPv4 header 42)
of the fragment includes total length 50A that indicates the
size of the fragment inclusive of the IPv4 header. Thus,
network device 10 may determine the size of the data section
of the fragment based at least in part on the total length 50A
by subtracting the size of the IPv4 header from the value of
total length 50A.

Network device 10 may proceed to encapsulate the first
fragment according to MAP-E (90) and to dispatch the
encapsulated first fragment to IPv6 network 6 (92). After
encapsulating and dispatching the first fragment, the frag-
ment flow may remain in the encapsulation state, and
process may return to step 82 for network device 10 to
receive further segments of the fragment flow. For example,
packet module 30 of network device 10 may encapsulate the
first fragment.

If the current fragment is a first fragment of the fragment
flow, and if flow table 32 includes an entry for the fragment
flow, then the state field of the entry for the format flow may
indicate whether the fragment flow is in a buffer state or
whether the state of the fragment flow is in a drop state. As
discussed above, a fragment flow may be in a buffer state
when network device 10 has already received and buffered
one or more fragments of the fragment flow.
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In response to determining that the current fragment is a
first fragment of the fragment flow, and that the state of the
fragment flow is drop, network device 10 may drop the
fragment (i.e., refrain from forwarding the fragment to IPv6
network 6) (92).

In response to determining that the current fragment is a
first fragment of the fragment flow, and that the fragment
flow is in a buffer state, network device 10 may update the
entry for the fragment flow in flow table 32 based on the first
fragment (94). Network device 10 may update the value of
the state field of the fragment flow from indicating a buffer
state to indicating an encapsulation state and update the
value of the destination port field in the entry to indicate the
destination port indicated by the first fragment.

Because receiving the first fragment of the fragment flow
enables network device 10 to encapsulate and forward the
fragments of the fragment flow it has been buffering, net-
work device 10 may also update the value of the sent bytes
field of the entry to indicate current value of the queued
bytes field plus the size of the data section (e.g., data section
fragment 45A) of the fragment. As discussed above, the
IPv4 header (e.g., IPv4 header 42) of the fragment includes
total length 50A that indicates the size of the fragment
inclusive of the IPv4 header. Thus, network device 10 may
determine the size of the data section of the fragment based
at least in part on the total length S0A by subtracting the size
of the IPv4 header from the value of total length 50A.
Network device 10 may also set the value of the queued
bytes field of the entry to indicate zero due to network device
10 being able to encapsulate and forward the fragments of
the fragment flow it has been buffering.

Network device 10 may proceed to encapsulate each
fragment of the flow that it has buffered, plus the first
fragment, using MAP-E (96) and may dispatch each of the
encapsulated fragments to IPv6 network 6 (98). For
example, packet module 30 of network device 10 may
encapsulate the fragments of the fragment flow and may
dispatch the encapsulated packets via IFCs 22 to IPv6
network 6. In response to encapsulating and dispatching
each fragment of the fragment flow that it has received,
network device 10 may determine whether to delete the
entry for the fragment flow in flow table 32 (100). Network
device 10 may delete the entry for the fragment flow in flow
table 32 if it has encapsulated and forwarded all fragments
of the fragment flow.

Network device 10 may determine it has encapsulated and
forwarded all fragments of the fragment flow by determining
whether the amount of data it has sent to forward fragments
of the fragment flow is equal to the total size of all of the
fragments of the fragment flow. Network device 10 may
determine if the value of the total bytes field of the entry for
the fragment flow is greater than zero and if the value of the
total bytes field is equal to the value of the sent bytes field
of the entry. If so, network device 10 may determine that it
has encapsulated and forwarded all fragments of the frag-
ment flow and may delete the entry for the fragment flow
from flow table 32, thus ending the forwarding of fragments
performed by network device 10 for the particular fragment
flow (101). If network device 10 determines it has not
encapsulated and forwarded all fragments of the fragment
flow, network device 10 may refrain from deleting the entry
for the fragment flow, and may return to step 82 to receive
additional fragments of the fragment flow. For example,
packet module 30 of network device 10 may determine
whether it has encapsulated and forwarded all fragments of
the fragment flow.
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As discussed above, a fragment may be a first fragment,
a mid fragment, or a last fragment. As shown in FIG. 5C,
when the fragment is a mid fragment or a last fragment,
network device 10 may determine the state of the fragment
flow for the fragment and may perform one or more actions
based at least in part on the state of the fragment flow (104).
When network device 10 receives a fragment that is a mid
fragment or a last fragment, the fragment flow state may be
in one of: a new entry state, a buffer state, an encapsulation
state, or a drop state.

As discussed above with respect to FIG. 5B, network
device 10 may determine the state of the fragment flow by
performing a lookup into flow table 32 to determine whether
flow table 32 includes an entry for the particular fragment
flow and, if so, determine state of the fragment flow based
on the value of the state field in the flow table entry for the
fragment flow.

If flow table 32 does not include an entry for the fragment
flow, then network device 10 may determine the fragment
flow to be in the new entry state regardless of whether the
current fragment is a first fragment, a mid fragment, or a last
fragment. In response to determining that the fragment is a
mid fragment or a last fragment and that the state of the
fragment flow is new entry, network device 10 may create an
entry for the fragment flow in flow table 32 for the fragment
flow (106). Upon creating the entry for the fragment flow in
flow table 32, network device 10 may update the values of
one or more fields of the entry. Because network device 10
has not received the first fragment of the fragment flow, the
fragment flow state transitions from a new entry state to a
buffer state when the network device 10 receives a mid
fragment or a last fragment of the fragment flow. Thus,
network device 10 may set the value of the state field of the
entry for the fragment flow in flow table 32 to indicate a
buffer state. Network device 10 may also set the value of the
sent bytes field of the entry in flow table 32 to zero, as
network device 10 has not yet encapsulated and dispatched
any previous fragments of the fragment flow, and as the
fragment flow is currently in the buffer state.

When the fragment received by network device 10 is a last
fragment of the fragment flow (e.g., fragment 52N), network
device 10 may be able to determine the total size of data
sections 45 of all of the fragments of the fragment flow
based at least in part on the value of the fragment offset 50D
and the value of the total length 50A included in IPv4 header
42 of the last fragment. In one example, the total size of the
data sections 45 of all of the fragments of the fragment flow
may be determined by adding the value of the total length
50A in IPv4 header 42 the last fragment to the result of
multiplying the value of the fragment offset 50D in IPv4
header 42 of the last fragment by eight, and subtracting the
result of the sum by the size of the IPv4 header 42 of the last
fragment. Network device 10 may update the value of the
total bytes field of the entry with the total size of all
fragments of the fragment flow that it has determined.

When the fragment flow is currently in the buffer state,
network device 10 operates to buffer fragments it receives in
the fragment buffer while it remains in the buffer state,
instead of encapsulating and forwarding fragments or drop-
ping fragments. Because the fragment flow is now in a buffer
state, network device 10 may buffer the fragment in frag-
ment buffer 28 (108). As network device 10 buffers frag-
ments of a fragment flow, network device 10 may update the
fragment flow’s entry in flow table 32 to reflect the size of
the fragments that are currently buffered in fragment buffer
28 of network device 10. Thus, because the mid fragment or
the last fragment received by network device 10 is currently
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the only fragment of the fragment flow being buffered in
fragment buffer 28, network device 10 may set the value of
the queued bytes field in the entry for the fragment flow in
flow table 32 to indicate the result of subtracting the total
length specified by total length S0A of IPv4 header 42 the
mid fragment or last fragment that it has received and
buffered by the size of IPv4 header 42. Upon buffering the
fragment in fragment buffer 28, network device 10 may
await receipt of additional fragments of the fragment flow at
step 82 shown in FIG. 5A.

If the fragment received by network device 10 is a mid
fragment or a last fragment of the fragment flow, and if flow
table 32 includes an entry for the fragment flow, then the
fragment flow is either in a buffer state, an encapsulation
state, or a drop state. As discussed above, the state field in
the fragment flow’s entry in flow table 32 indicates whether
the fragment flow is in the buffer state, the encapsulation
state, or the drop state. When the fragment flow is in the drop
state, network device 10 may drop the fragment it has
received (i.e., refrain from forwarding the fragment to IPv6
network 6) (120). Upon dropping the fragment, network
device 10 may await receipt of additional fragments of the
fragment flow at step 82 shown in FIG. 5A.

When the fragment received by network device 10 is a
mid fragment or a last fragment of the fragment flow, if the
fragment flow is in a buffer state, network device 10 may
buffer the fragment it has received in fragment buffer 28 and
may update the fragment flow’s entry in flow table 32 (110).
Network device 10 may update the queued bytes field in the
entry to add the result of subtracting the value indicated by
total length 50A of IPv4 header 42 of the current fragment
being buffered by the size of IPv4 header 42 of the fragment
to the current value of the queued bytes field. If the fragment
is a last fragment of the fragment flow, network device 10
may also be able to determine the total size of all fragments
of the fragment flow based at least in part on the value of
fragment offset 50D and the value of total length S0A of the
last fragment, as discussed above, and may update the value
of the total bytes field of the entry with the total size of data
sections 45 of all fragments of the fragment flow that it has
determined. Upon buffering the fragment in fragment buffer
28, network device 10 may await receipt of additional
fragments of the fragment flow at step 82 shown in FIG. 5A.

The fragment flow is in an encapsulation state if network
device 10 has previously received the first fragment of the
fragment flow. When the fragment is a mid fragment or a last
fragment of the fragment flow, and if the fragment flow is in
an encapsulation state, network device 10 may be able to
encapsulate the fragment it has received within IPv6 net-
work packet 60 and dispatch IPv6 network packet 60 to IPv6
network 6 without buffering the fragment in fragment buffer
28. Network device 10 may encapsulate the fragment using
MAP-E (112) and to dispatch the encapsulated fragment to
IPv6 network 6 (114). As part of encapsulating the fragment
using MAP-E, network device 10 may determine an IPv6
destination address based at least in part by the destination
address and the destination port specified by the fragment
flow.

When network device 10 encapsulates and dispatches a
fragment of the fragment flow, network device 10 may
update the sent bytes field in the entry for the fragment flow
in flow table 32 to add the total length of the fragment
encapsulated and dispatched by network device 10 to the
current value of the sent bytes field. If the fragment is a last
fragment of the fragment flow, network device 10 may also
be able to determine the total size of all fragments of the
fragment flow based at least in part on the value of fragment
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offset 50D and the value of total length 50A in IPv4 header
42 of the last fragment, as discussed above, and may update
the value of the total bytes field of the entry with the total
size of data sections 45 of all fragments of the fragment flow
that it has determined.

In response to encapsulating and dispatching the frag-
ment, network device 10 may determine whether to delete
the entry for the fragment flow in flow table 32 (116).
Network device 10 may delete the entry for the fragment
flow in flow table 32 if it has encapsulated and dispatched
every fragment of the fragment flow. Network device 10
may determine it has encapsulated and forwarded all frag-
ments of the fragment flow if the amount of data (e.g., data
sections 45) it has sent to forward fragments of the fragment
flow is equal to the total size of data sections 45 all of the
fragments of the fragment flow. Network device 10 may
determine if the value of the total bytes field of the entry for
the fragment flow is greater than zero and if the value of the
total bytes field is equal to the value of the sent bytes field.
If so, network device 10 may determine that it has encap-
sulated and forwarded all fragments of the fragment flow
and may delete the entry for the fragment flow, thus ending
the buffering, encapsulating, and forwarding of fragments
performed by network device 10 for the particular fragment
flow (118). If network device 10 determines it has not
encapsulated and forwarded all fragments of the fragment
flow, network device 10 may refrain from deleting the entry
for the fragment flow from flow table 32, and may await
receipt of additional fragments of the fragment flow at step
82 shown in FIG. 5A.

In addition to forwarding fragments 52 of an IPv4 net-
work packet 40 to IPv6 network 6, network device 10 may
also forward fragments 52 encapsulated within IPv6 net-
work packets 60 from IPv6 network 6 to IPv4 network 4. As
part of forwarding the encapsulated fragments 52, network
device 10 may perform an anti-spoof check on each of the
fragments 52 that it receives to determine whether the values
of source address 50F and source port 50H in each fragment
are each within a respective acceptable range. If the values
of source address 50F and source port 50H of a fragment are
each within a respective acceptable range, then the fragment
passes the anti-spoof check. However, if at least one of the
values of source address 50F and source port S0H of a
fragment is not within a respective acceptable range, then
the fragment fails the anti-spoof check.

Because IPv4 network packet 40 uses an address plus port
technique for packet routing, where the source address 50F
specified by IPv4 network packet 40 is extended by at least
a portion of the source port 50H specified by IPv4 network
packet 40, and the destination addresses 50G specified by
1Pv4 network packet 40 is extended by at least a portion of
the destination port 501 specified by the IPv4 network packet
40, network device 10 may not be able to perform anti-spoof
checks on the fragments it has received until it receives a
fragment of the fragment flow that includes source port S0H.
In some examples, only the first fragment of a fragment
includes source port S0H.

However, network device 10 may not necessarily receive
an IPv6 network packet that encapsulates the first fragment
before it receives IPv6 network packets that encapsulate
other fragments of fragments 52. If network device 10
receives one or more IPv6 network packets that encapsulate
one or more fragments of fragments 52 other than the first
fragment before network device 10 receives an IPv6 net-
work packet that encapsulates the first fragment, network
device 10 may not be able to perform anti-spoof checks on
the one or more fragments of fragments 52 that it has
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received. Instead, network device 10 may decapsulate the
one or more fragments from the one or more IPv6 network
packets and may buffer the one or more fragments in
fragment buffer 28 until it receives an IPv6 network packet
that encapsulates the first fragment.

When network device 10 receives an IPv6 network packet
that encapsulates the first fragment of the fragment flow,
network device 10 may be able to perform anti-spoof checks
on the first fragment as well as any fragments of the
fragment flow that is already stored in fragment buffer 28
based at least in part on source port 50H included in the first
fragment. Network device 10 may utilize IPv6 header 62 to
encapsulate fragment 52A and the one or more fragments
stored in fragment buffer 28 into IPv6 network packets 60,
and dispatch IPv6 network packets 60 to [Pv6 network 6. In
some examples, network device 10 may perform anti-spoof
checks if anti-spoof checks are enabled in network device
10. If anti-spoof checks are not enabled in network device
10, network device 10 may refrain from performing anti-
spoof checks when forwarding fragments 52 of the fragment
flow to IPv4 network 4.

As network device 10 receives and decapsulates and
performs anti-spoof checks on fragments 52 of a fragment
flow, the fragment flow may transition between different
states. FIG. 6 is a block diagram illustrating the state
transitions of an example fragment flow for performing
anti-spoof checks on fragments of the fragment flow, accord-
ing to the techniques described herein. As shown in FIG. 6,
the state of a fragment flow may be new entry state 122,
buffer state 124, spoof status available state 126, or drop
state 128. New entry state 122 indicates that network device
10 has yet to receive any IPv6 network packets 60 that
encapsulate fragments 52 of the fragment flow. Buffer state
124 indicates that network device 10 is currently buffering
fragments 52 that it has decapsulated from IPv6 network
packets 60, but cannot yet perform anti-spoof checks on any
of the received fragments 52. Spoof status available state
126 indicates that the network device 10 is currently able to
perform anti-spoof checks on any fragments 52 that it has
decapsulated. Drop state 128 indicates that network device
10 is currently dropping any fragments 52 that it decapsu-
lates.

A fragment flow is in new entry state 122 until it receives
an [Pv6 network packet that encapsulates a fragment of the
fragment flow. When the fragment flow is in new entry state
122, the fragment flow may transition to buffer state 124
when network device 10 receives an IPv6 network packet
that encapsulates a mid fragment or a last fragment of the
fragment of flows, or may transition to spoof status available
state 126 if network device 10 receives an IPv6 network
packet that encapsulates a first fragment of the fragment
flow. When the fragment flow is in buffer state 124, network
device 10 is unable to perform anti-spoof checks on any
fragments 52 of the fragment flow it receives. Instead,
network device 10 may decapsulate fragments from IPv6
network packets it receives, and may store fragments it has
received in fragment buffer 28. When network device 10
receives and decapsulates additional mid fragments or the
last fragment of the fragment flow when the fragment flow
is in buffer state 124, the fragment flow may remain in buffer
state 124 and network device 10 may store the fragments it
has decapsulated in fragment buffer 28.

Regardless of whether the fragment state is in new entry
state 122 or buffer state 124, when network device 10
receives a first fragment of the fragment flow, network
device 10 is able to transition to spoof status available state
126. When the fragment flow is in spoof status available
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state 126, network device 10 has received and decapsulated
the first fragment of the fragment flow that includes an
indication of the source port of IPv4 network packet 40
associated with the fragment flow. Thus, network device 10
is now ready to perform anti-spoof checks on fragments 52
that it has received in IPv6 network packets 60. Network
device 10 may forward all fragments 52 that pass the
anti-spoof check to IPv4 network 4 and may drop all
fragments 52 that fail the anti-spoof check.

When network device 10 receives additional fragments 52
while the fragment flow is in spoof status available state 126,
network device 10 may perform anti-spoof checks on the
additional fragments 52 it receives without buffering the
additional fragments 52 in fragment buffer 28 and without
reassembling IPv4 network packet 40 from the additional
fragments 52.

When the fragment is in new entry state 122, buffer state
124, or encapsulation state 126, the fragment flow may
transition to a drop state 128 when the time elapsed for
processing fragments 52 exceeds a reassembly time out or
when an error occurs in processing of the fragment flow. A
reassembly time out in some examples may be 30 seconds,
45 seconds, or any other suitable value. When the fragment
flow is in drop state 128, network device 10 may drop any
fragments 52 that it receives. Dropping a fragment may
include network device 10 refraining from encapsulating or
forwarding fragments 52 to IPv6 network 6.

FIGS. 7A-D is a flowchart illustrating an example process
for decapsulating fragments of an IPv4 packet from IPv6
packets and performing anti-spoof checks on the fragments
without reassembling the IPv4 packet, according to tech-
niques described herein. Such a process can be performed by
a network device that is connected to an IPv4 network and
an IPv6 network, such as network device 10 shown in FIGS.
1 and 2 that is connected to IPv4 network 4 and IPv6
network 6. As shown in FIG. 6A, network device 10 may
receive an IPv6 network packet, such as one of IPv6 network
packets 60, that encapsulates a fragment of an IPv4 network
packet, such as one of fragments 52 of IPv4 network packet
40, from 1Pv4 network 4 (130). In response, network device
10 may decapsulate the fragment of the IPv4 network packet
40 from the IPv6 network packet it receives (132). For
example, IFCs 22 of network device 10 may receive the
IPv6 network packet and packet module 30 of network
device 10 may decapsulate the fragment from the IPv6
network packet.

Fvery fragment of the same Pv4 network packet may be
part of the same fragment flow. As discussed throughout this
disclosure, network device 10 may, for a fragment flow,
buffer every fragment that it receives and decapsulates until
it receives a first fragment of the flow. Once network device
10 receives and decapsulate the first fragment of the flow, it
has the necessary information, such as the source port, to
perform an anti-spoof check of each of the fragments of the
fragment flow that it has received. Thus, network device 10
may determine the type of action to take in response to
receiving and decapsulating a fragment based at least in part
on the type of the fragment. Further, as discussed above with
respect to FIG. 4, the type of action that network device 10
takes in response to receiving a fragment may also be based
at least in part on the state of the fragment flow.

As such, when network device 10 receives and decapsu-
lates a fragment, network device 10 may determine the
fragment type of the fragment as well as the state of the
fragment flow of the fragment in order to determine an
action to perform in response to receiving the fragment.
Network device 10 may determine the fragment type of a
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fragment as being one of: a first fragment (e.g., fragment
52A), a mid fragment (e.g., fragment 52B), or a last frag-
ment (e.g., fragment 52N) of the fragment flow based at least
in part on information contained in the fragment (134). For
example, packet module 30 of network device 10 may
determine the fragment type of the fragment.

Network device 10 may determine whether the fragment
is a first fragment, mid fragment, or last fragment of the
fragment flow based at least in part on the fragment offset
50D and flag 50C in IPv4 header 42 of the fragment. For
example, network device 10 may determine that the frag-
ment is a first fragment of the fragment flow if the value of
fragment offset 50D is equal to zero and if the More
Fragments flag in flags 50C is set. Network device 10 may
determine that the fragment is a mid fragment if the value of
fragment offset 50D is non-zero and the More Fragments
flag in flags 50C is set. Network device 10 may determine
that the fragment is a last fragment if the value of fragment
offset 50D is non-zero and the More Fragments flag in flags
50C is not set.

Besides determining the type of the fragment, network
device 10 may also determine the state of the fragment flow
at the time network device 10 receives the fragment. The
state of the fragment flow may also inform network device
10 as to the action it takes in response to receiving the
fragment. When network device 10 is to perform anti-spoof
checks on fragments of a fragment flow, the fragment flow
may be in one of four states: new entry, buffer, spoof status
available, or drop. A fragment flow may be in a new entry
state when network device 10 has not yet received any
fragments of the fragment flow. A fragment flow may be in
a buffer state when it has received one or more fragments of
the fragment flow, but has yet to receive the first fragment
of'the fragment flow that includes an indication of the source
port. A fragment flow may be in a spoof status available state
when it has received the first fragment of the fragment flow
that includes an indication of the source port. A fragment
flow may be in a drop state when each fragment of the
fragment flow is to be dropped by network device 10. For
example, packet module 30 of network device 10 may
determine the state of the fragment flow.

When the fragment flow is in a buffer state, network
device 10 may be able to buffer in fragment buffer 28 any
fragments of the fragment flow that it receives and decap-
sulates, but may not be able to perform anti-spoof checks on
the fragments it has received. When the flow state is in a
spoof status available state, network device 10 may be able
to perform anti-spoof checks on fragments of the fragment
flow that it has received. When the fragment flow is in a drop
state, network device 10 may drop any fragments of the
fragment flow that it receives.

As shown in FIG. 7B, when the fragment is a first
fragment, network device 10 may determine the fragment
flow for the fragment to be in one of the following flow
states: new entry, buffer, or drop. (136). Because network
device 10 cannot perform anti-spoof checks on fragments of
the fragment flow until it has received the first fragment of
the fragment flow, the fragment flow cannot be in a spoof
status available state until network device 10 receives the
first fragment of the fragment flow. While FIGS. 7A and 7B
illustrates that the fragment’s type is determined before
determining the state of the fragment flow for the fragment,
it should be understood that such determinations may occur
in any order, or may occur simultaneously. For example,
network device 10 may determine the state of the fragment
flow for the fragment prior to determining the fragment type
of the fragment.
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Network device 10 may determine the state of the frag-
ment flow by performing a lookup into flow table 32 to
determine whether flow table 32 includes an entry for the
particular fragment flow and, if so, determine the value of
the state field of the flow table entry for the fragment flow.
Network device 10 may perform the lookup into flow table
32 by indexing into flow table 32 using a key that network
device 10 may generate based at least in part on the contents
of the IPv6 network packet that encapsulates the fragment.
Because each IPv6 network packet that encapsulates a
fragment may include IPv6 header 62 and IPv4 header 42,
network device 10 may generate the key based at least in
part on at least a portion of IPv6 header 62 and at least a
portion of IPv4 header 42. In one example, network device
10 may generate the key based at least in part on IPv6 source
address and IPv6 destination address contained in IPv6
header 62 and fragment ID, source address, destination
address, and protocol ID contained in IPv4 header 42
because they may uniquely identify the fragment flow
compared with other fragment flows. For example, network
device 10 may hash the IPv6 source address, IPv6 destina-
tion address, fragment ID, source address, destination
address, and protocol ID to generate a key that is used to
index into flow table 32 to lookup the flow table entry for the
fragment flow.

Network device 10 may determine the fragment flow to be
in the new entry state when flow table 32 does not include
an entry for the fragment flow. In response to determining
that the fragment received and decapsulated by network
device 10 is a first fragment, and that the state of the
fragment flow is new entry, network device 10 may create an
entry for the fragment flow in flow table 32 for the fragment
flow (138). As discussed above, an entry for the fragment
flow in flow table 32 may include fields such as state, source
port, sent bytes, queued bytes, total bytes, dropped bytes,
and timer. Because the first fragment includes an indication
of' the source port, network device 10 may update the source
port field in the entry to the source port indicated by the first
fragment. Further, when network device 10 receives the first
fragment of the fragment flow, network device 10 may
transition the fragment flow from new entry state to spoof
status available state by setting the state field of the entry to
a value that indicates the spoof status available state.
Because network device 10 can perform anti-spoof checks
once it receives the first fragment, network device 10 may
proceed to perform anti-spoof check on the fragment it has
received and decapsulated, as shown in further detail in FIG.
7D.

As shown in FIG. 7D, network device 10 may perform an
anti-spoof check on the fragment it has received by deter-
mining whether the source address and the source port
associated with the fragment flow of the fragment range are
each within an acceptable range (154). For example, packet
module 30 of network device 10 may perform the anti-spoof
check on the fragment. Network device 10 may retrieve the
source address from the source address field of the fragment
flow’s entry in flow table 32 and may determine whether the
source address is within an acceptable range. Network
device 10 may also retrieve the source port from the source
port field of the fragment flow’s entry in flow table 32 and
may determine whether the source address is within an
acceptable range.

If the source address and the source port are both within
acceptable ranges, then the fragment passes the anti-spoof
check. If either the source address or the source port is not
within an acceptable range, the fragment fails the anti-spoof
check. If the fragment fails the anti-spoof check, network
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device 10 may drop the fragment as well as all previously
received fragments of the same fragment flow that are
currently being buffered in fragment buffer 28 (156).

When the fragment fails the anti-spoof check, network
device 10 may update the fragment flow’s entry in flow table
32. Network device 10 may set the value of the dropped
bytes field as the total size of data sections 45 of the
fragments that network device 10 has dropped. Because
network device 10 drops the fragment as well as all previ-
ously received fragments of the same fragment flow that are
currently being buffered in fragment buffer 28, network
device 10 may set the value of the dropped bytes field to the
sum of the value of the queued bytes field and the value of
total length 50A in [Pv4 header 42 of the fragment specified
by total length 50A in the fragment minus the size of [Pv4
header 42. Network device 10 may also set the values of the
sent bytes field and the queued bytes field to zero.

Network device 10 may determine whether it should
delete the fragment flow’s entry in flow table 32. Network
device 10 may delete the fragment flow’s entry if it has
received every fragment making up the fragment flow (158).
Because the fragment has failed the anti-spoof check, net-
work device 10 should have dropped every fragment of the
fragment flow it has received. If network device 10 has
received and dropped every fragment of the fragment flow,
the total size of all of the fragments it has dropped should be
the same as the total size of all of the fragments of the
fragment flow.

Thus, network device 10 may determine if it has received
every fragment of the fragment flow by comparing the value
of the total bytes field to the dropped bytes field. If the value
of the total bytes field is greater than zero, and if the value
of the total bytes field equals the value of the dropped bytes
field, then network device 10 may determine it has received
every fragment of the fragment flow, and may delete the
fragment flow’s entry in flow table 32 (160). On the other
hand, if network device 10 determines it has not yet received
every fragment of the fragment flow, network device 10 may
refrain from deleting the fragment flow’s entry in flow table
32 and may instead await receipt of additional IPv6 network
packets 60 that carry fragments of the fragment flow at step
130 shown in FIG. 7A.

When the fragment passes the anti-spoof check, network
device 10 may forward the fragment as well as all previously
received fragments of the same fragment flow that are
currently being buffered in fragment buffer 28 to IPv4
network 4 (162). Network device 10 may also set the value
of the sent bytes field as the total size of data sections 45 of
the fragments that network device 10 has sent to IPv4
network 4. Because network device 10 sends to IPv4 net-
work 4 the fragment as well as all previously received
fragments of the same fragment flow that are currently being
buffered in fragment buffer 28, network device 10 may set
the value of the sent bytes field to the sum of the value of the
queued bytes field and the value of total length 50A in IPv4
header 42 of the fragment minus the size of IPv4 header 42.
Network device 10 may also set the values of the queued
bytes field to zero.

Network device 10 may determine whether it should
delete the fragment flow’s entry in flow table 32. Network
device 10 may delete the fragment flow’s entry if it has
received every fragment making up the fragment flow (164).
Because the fragment has passed the anti-spoof check,
network device 10 should have forwarded every fragment of
the fragment flow it has received. If network device 10 has
received and forwarded every fragment of the fragment flow,

PATENT

REEL: 065031 FRAME: 0385



US 11,736,399 B2

33

the total size of all of the fragments it has forwarded should
be the same as the total size of all of the fragments of the
fragment flow.

Thus, network device 10 may determine if it has received
every fragment of the fragment flow by comparing the value
of the total bytes field to the sent bytes field. If the value of
the total bytes field is greater than zero, and if the value of
the total bytes field equals the value of the sent bytes field,
then network device 10 may determine it has received every
fragment of the fragment flow, and may delete the fragment
flow’s entry in flow table 32 (166). On the other hand, if
network device 10 determines it has not yet received every
fragment of the fragment flow, network device 10 may
refrain from deleting the fragment flow’s entry in flow table
32 and may instead await receipt of additional IPv6 network
packets 60 that carry fragments of the fragment flow at step
130 shown in FIG. 7A.

Network device 10 may only have to perform the anti-
spoof check once for a particular fragment flow, because the
fragment flow comprises the fragments of a single IPv4
network packet that specifies a single IPv4 source address
and a single source port. Thus, if one fragment of a fragment
flow passes the anti-spoof check, then other fragments of the
fragment flow will also pass the anti-spoof check. Con-
versely, if one fragment of a fragment flow fails the anti-
spoof check, then other fragments of the fragment flow will
also fail the anti-spoof check. Thus, once network device 10
has performed an anti-spoof check for a fragment flow,
network device 10 may determine whether to forward or to
drop the remaining fragments of the fragment flow based on
whether the fragment flow has previously passed or failed
the anti-spoof check.

Referring back to FIG. 7B, if the current fragment is a first
fragment of the fragment flow, and if flow table 32 includes
an entry for the fragment flow, then the state field of the
entry for the format flow may indicate whether the fragment
flow is in a buffer state or whether the state of the fragment
flow is in a drop state. As discussed above, a fragment flow
may be in a buffer state when network device 10 has already
received and buffered one or more fragments of the fragment
flow.

In response to determining that the current fragment is a
first fragment of the fragment flow, and that the fragment
flow is in a drop state, network device 10 may drop the
fragment (i.e., refrain from forwarding the fragment to IPv4
network 4) (142). In response to dropping the fragment,
network device 10 may await receipt of additional IPv6
network packets 60 that carry fragments of the fragment
flow at step 130 shown in FIG. 7A.

In response to determining that the current fragment is a
first fragment of the fragment flow, and that the fragment
flow is in a buffer state, network device 10 may transition the
fragment flow from the buffer state to the spoof status
available state and may update the entry for the fragment
flow in flow table 32 based on the first fragment (140).
Network device 10 may update the value of the state field of
the fragment flow from indicating a buffer state to indicating
a spoof status available state and update the value of the
source port field in the entry to indicate the source port
indicated by the first fragment. Because receiving the first
fragment of the fragment flow enables network device 10 to
forward the fragments of the fragment flow it has been
buffering to IPv4 network 4, network device 10 may also
update the value of the sent bytes field of the entry to
indicate current value of the queued bytes field plus the
value of total length S0A in IPv4 header 42 of the fragment
minus the size of [Pv4 header 42. Network device 10 may
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also set the value of the queued bytes field of the entry to
indicate zero due to network device 10 being able to forward
the fragments of the fragment flow it has been buffering.
Network device 10 may proceed to perform anti-spoof
checks on each fragment of the flow that it has buffered, plus
the first fragment, as shown in FIG. 7D.

As discussed above, a fragment may be a first fragment,
a mid fragment, or a last fragment. As shown in FIG. 7C,
when the fragment is a mid fragment or a last fragment,
network device 10 may determine the state of the fragment
flow for the fragment and may perform one or more actions
based at least in part on the state of the fragment flow (143).
When network device 10 receives a fragment that is a mid
fragment or a last fragment, the fragment flow state may be
in one of: a new entry state, a buffer state, a spoof status
available state, or a drop state.

As discussed above with respect to FIG. 7B, network
device 10 may determine the state of the fragment flow by
performing a lookup into flow table 32 to determine whether
flow table 32 includes an entry for the particular fragment
flow and, if so, determine state of the fragment flow based
on the value of the state field in the flow table entry for the
fragment tlow.

If flow table 32 does not include an entry for the fragment
flow, then network device 10 may determine the fragment
flow to be in the new entry state regardless of whether the
current fragment is a first fragment, a mid fragment, or a last
fragment. In response to determining that the fragment is a
mid fragment or a last fragment and that the state of the
fragment flow is new entry, network device 10 may create an
entry for the fragment flow in flow table 32 for the fragment
flow (144). Upon creating the entry for the fragment flow in
flow table 32, network device 10 may update the values of
one or more fields of the entry. Because network device 10
has not received the first fragment of the fragment flow, the
fragment flow state transitions from a new entry state to a
buffer state when the network device 10 receives a mid
fragment or a last fragment of the fragment flow. Thus,
network device 10 may set the value of the state field of the
entry for the fragment flow in flow table 32 to indicate a
buffer state. Network device 10 may also set each of the
values of the sent bytes field and the dropped bytes field of
the entry in flow table 32 to zero, as none of the fragments
of the fragment flow has yet to pass or fail the anti-spoof
check.

When the fragment received by network device 10 is a last
fragment of the fragment flow, network device 10 may be
able to determine the total size of data sections 45 of all of
the fragments of the fragment flow based at least in part on
the value of fragment offset 50D and the value of total length
50A included in IPv4 header 42 of the last fragment. In one
example, the total size of data sections 45 of all of the
fragments of the fragment flow may be determined by
adding the value of total length 50A in IPv4 header 42 of the
last fragment to the result of multiplying the value of
fragment offset 50D in IPv4 header 42 of the last fragment
by eight, and subtracting the result of the sum by the size of
the IPv4 header 42 of the last fragment. Network device 10
may update the value of the total bytes field of the entry with
the total size of all fragments of the fragment flow. When the
fragment received by network device 10 is a mid fragment,
network device 10 may set the value of the total size field to
Zero.

When the fragment flow is currently in the buffer state,
network device 10 operates to buffer fragments it receives in
the fragment buffer while it remains in the buffer state.
Because the fragment flow is now in a buffer state, network
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device 10 may buffer the fragment in fragment buffer 28
(146). As network device 10 buffers fragments of a fragment
flow, network device 10 may update the fragment flow’s
entry in flow table 32 to reflect the size of the data sections
45 of the fragments that are currently buffered in fragment
buffer 28 of network device 10. Thus, because the mid
fragment or the last fragment received by network device 10
is currently the only fragment of the fragment flow being
buffered in fragment buffer 28, network device 10 may set
the value of the queued bytes field in the entry for the
fragment flow in flow table 32 to indicate the value of total
length 50A of IPv4 header 42 of the mid fragment or last
fragment that it has received and buffered minus the size of
IPv4 header 42. Upon buffering the fragment in fragment
buffer 28, network device 10 may await receipt of additional
fragments of the fragment flow at step 130 shown in FIG.
7A.

If the fragment received by network device 10 is a mid
fragment or a last fragment of the fragment flow, and if flow
table 32 includes an entry for the fragment flow, then the
fragment flow is either in a buffer state, a spoof status
available state, or a drop state. As discussed above, the state
field in the fragment flow’s entry in flow table 32 indicates
whether the fragment flow is in the buffer state, the spoof
status state, or the drop state. When the fragment flow is in
the drop state, network device 10 may drop the fragment it
has received (i.e., refrain from performing anti-spoof checks
on the fragments or forwarding the fragment to IPv4 net-
work 4) (152). Upon dropping the fragment, network device
10 may await receipt of additional fragments of the fragment
flow at step 130 shown in FIG. 7A.

When the fragment received by network device 10 is a
mid fragment or a last fragment of the fragment flow, if the
fragment flow is in a buffer state, network device 10 may
buffer the fragment it has received in fragment buffer 28 and
may update the fragment flow’s entry in flow table 32 (148).
Network device 10 may update the queued bytes field in the
entry to add the value of total length 50A in IPv4 header 42
of the current fragment being buffered subtracted by the size
of IPv4 header 42 to the current value of the queued bytes
field. If the fragment is a last fragment of the fragment flow,
network device 10 may also be able to determine the total
size of all fragments of the fragment flow based at least in
part on the value of fragment offset 50D and the value of
total length 50A in IPv4 header 42 of the last fragment, as
discussed above, and may update the value of the total bytes
field of the entry with the total size of the data sections 45
of all fragments of the fragment flow that it has determined.
Upon buffering the fragment in fragment buffer 28, network
device 10 may await receipt of additional fragments of the
fragment flow at step 130 shown in FIG. 7A.

The fragment flow is in a spoof status state if network
device 10 has previously received the first fragment of the
fragment flow. When the fragment is a last fragment of the
fragment flow, network device 10 may update the queued
bytes field in the entry to add the value of total length 50A
in IPv4 header 42 of the current fragment being buffered
subtracted by the size of IPv4 header 42 to the current value
of the queued bytes field, and may also be able to determine
the total size of data sections 45 of all fragments of the
fragment flow based at least in part on the value of fragment
offset 50D and the value of total length 50A in IPv4 header
42 of the last fragment, as discussed above, and may update
the value of the total bytes field of the entry with the total
size of data sections 45 of all fragments of the fragment flow
that it has determined (150). When the fragment is a mid
fragment or a last fragment of the fragment flow, and if the
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fragment flow is in a spoof status state, network device 10
may perform anti-spoof check on the fragment it has
received and decapsulated, as shown in further detail in FIG.
7D. In this way, network device 10 may be able to receive
IPv6 network packets 60 that encapsulate fragments 52,
decapsulate the fragments 52 from IPv6 network packets 60,
and perform anti-spoof checks on each of fragments 52
without reassembling IPv4 network packet 40 from frag-
ments 52.

FIG. 8 is a flowchart illustrating an example process for
encapsulate IPv4 packets in IPv6 packets without reassem-
bling the IPv4 packets, according to techniques described
herein. Such a process can be performed by a network
device that is connected to an IPv4 network and an IPv6
network, such as network device 10 shown in FIGS. 1 and
2 that is connected to IPv4 network 4 and IPv6 network 6.
As shown in FIG. 8, network device 10 may receive, from
a first network, one or more fragments of a fragment flow
associated with a network packet, wherein the network
packet is a first type of network packet (202). In some
examples, the first network may be IPv4 network 4, and the
first type of network packet may be IPv4 network packet 40.

Network device 10 may, in response to determining that
the network device 10 has not yet received a fragment of the
fragment flow that includes an indication of a destination
port for the network packet, buffer the one or more frag-
ments (204). In some examples, the destination port may be
IPv4 destination port 501, and network device 10 may buffer
the one or more fragments in fragment buffer 28.

Network device 10 may receive the fragment of the
fragment flow that includes the indication of the destination
port of the network packet (206). In some examples, the
fragment received by network device 10 may be fragment
52A that includes destination port S0F.

Network device 10 may, in response to receiving the
fragment of the fragment flow that includes the indication of
the destination port of the network packet, encapsulate the
one or more fragments of the fragment flow and the frag-
ment of the fragment flow within a plurality of network
packets based at least in part on the destination port of the
network packet without reassembling the network packet
from the one or more fragments and the fragment, wherein
the plurality of network packets are each a second type of
network packet (208). In some examples, the second type of
network packet may be IPv6 network packets 60, and
network device 10 may perform the techniques of MAP-E to
encapsulate the one or more fragments of the fragment flow.

Network device 10 may dispatch, to a second network, the
plurality of network packets (210). For example, network
device 10 may forward each packet of the plurality of
network packets by outputting packets on an outgoing
interface of one of IFCs 22 toward a destination of the
packet. In some examples, the second network may be IPv6
network 6.

In some examples, network device 10 may, subsequent to
receiving the fragment that includes the indication of the
destination port and dispatching the plurality of network
packets, receive one or more remaining fragments of the
fragment flow. Network device 10 may encapsulate the one
or more remaining fragments of the fragment flow within
one or more network packets based at least in part on the
destination port without buffering the one or more remaining
fragments of the fragment flow, wherein the one or more
network packets are each the second type of network packet.
Network device 10 may dispatch the one or more network
packets to the second network.
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In some examples, network device 10 may create an entry
for the fragment flow in a flow table, such as flow table 32.
Network device 10 may, in response to receiving the one or
more fragments of the fragment flow that does not include
the fragment of the fragment flow that includes the indica-
tion of the destination port of the network packet, transition
the fragment flow to a buffer state by updating the entry for
the fragment in the flow table to indicate that the fragment
flow is in the buffer state, wherein the buffer state indicates
that the network device has not yet received the indication
of the destination port of the network packet. For example,
network device 10 may update the state field in the entry for
the fragment flow in flow table 32 to indicate a buffer state.

In some examples, network device 10 may, in response to
receiving the fragment of the fragment flow that includes the
indication of the destination port of the network packet,
transition the fragment flow from the buffer state to an
encapsulation state by updating the entry for the fragment in
the flow table to indicate that the fragment flow is in the
encapsulation state, wherein the encapsulation state indi-
cates that the network device is able to encapsulate frag-
ments of the fragment flow based at least in part on the
destination port. For example, network device 10 may
update the state field in the entry for the fragment flow in
flow table 32 to indicate an encapsulation state.

In some examples, network device 10 may determine that
the one or more fragments of the fragment flow for the
network packet does not include a first fragment of the
fragment flow. In some examples, the first fragment of the
fragment flow may be fragment 52A. Network device 10
may determine whether the fragment of the fragment flow
includes the indication of the destination port of the network
packet based at least in part on determining whether the
fragment is a first fragment of the fragment flow.

FIG. 9 is a flowchart illustrating an example process for
decapsulating fragments of an IPv4 packet from IPv6 pack-
ets and performing anti-spoof checks on the fragments
without reassembling the IPv4 packet, according to tech-
niques described herein. As shown in FIG. 9, network device
10 may receive, from a first network, one or more network
packets of a first network packet type, wherein each of the
one or more network packets encapsulate a respective one of
one or more fragments of a fragment flow associated with a
network packet of a second network packet type (302). In
some examples, the first network may be IPv6 network 6, the
first network packet type may be IPv6 packets 50, the one or
more fragments may be one or more of fragments 52, and the
second network packet type may be IPv4 network packet 40.

Network device 10 may, in response to determining that
the one or more network packets of the fragment flow does
not include a fragment of the fragment flow that includes an
indication of a source port of the network packet, buffer the
one or more fragments of the fragment flow (304). In some
examples, the fragment of the fragment flow that includes an
indication of a source port of the network packet may be
fragment 52A that includes source port 50H, and network
device 10 may buffer the one or more fragments of the
fragment flow in fragment buffer 28.

Network device 10 may receive a network packet of the
first network type that encapsulates the fragment of the
fragment flow that includes the indication of the source port
of the network packet (306). In some examples, the network
packet of the first type may be IPv6 network packet 60A.

Network device 10 may, in response to receiving the
network packet of the first network type that encapsulates
the fragment of the fragment flow that includes the indica-
tion of the source port of the network packet, perform an
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anti-spoof check on the one or more fragments of the
fragment flow and the fragment of the fragment flow based
at least in part on the source port of the network packet of
the second network packet type without reassembling the
network packet of the second network packet type from the
one or more fragments of the fragment flow and the frag-
ment of the fragment flow (308).

Network device 10 may, in response to the one or more
fragments of the fragment flow and the fragment of the
fragment flow passing the anti-spoof check, dispatch, to a
second network, the one or more fragments of the fragment
flow and the fragment of the fragment flow (310). For
example, network device 10 may forward each packet of the
plurality of network packets by outputting packets on an
outgoing interface of one of IFCs 22 toward a destination of
the packet. In some examples, the second network may be
IPv4 network 4.

In some examples, network device 10 may, subsequent to
receiving the network packet of the first network type that
encapsulates the fragment of the fragment flow that includes
the indication of the source port of the network packet and
the one or more fragments of the fragment flow and the
fragment of the fragment flow passing the anti-spoof check,
receive a second one or more network packets of the first
network packet type, wherein each of the second one or
more network packets encapsulates a respective one of one
or more remaining fragments of the fragment flow.

In some examples, network device 10 may perform an
anti-spoof check on the one or more remaining fragments of
the fragment flow without buffering the one or more remain-
ing fragments of the fragment flow. In some examples,
network device 10 may, in response to the one or more
remaining fragments of the fragment flow passing the anti-
spoof check, dispatch, to the second network, the one or
more remaining fragments of the fragment flow.

In some examples, network device 10 may create an entry
associated with the fragment flow in a flow table, such as
flow table 32. Network device 10 may, in response to
determining that the one or more fragments of the fragment
flow do not include the fragment of the fragment flow that
includes the indication of the source port of the network
packet of the second network packet type, transition the
fragment flow to a buffer state by updating the entry for the
fragment in the flow table to indicate that the fragment flow
is in the buffer state, wherein the buffer state indicates that
the network device has not yet received the indication of the
source port of the network packet. For example, network
device 10 may update the state field in the entry for the
fragment flow in flow table 32 to indicate a buffer state.

In some examples, network device 10 may, in response to
determining that the fragment of the fragment flow includes
the indication of the source port of the network packet of the
second network packet type, transition the fragment flow
from the buffer state to a spoof status available state by
updating the entry for the fragment in the flow table to
indicate that the fragment flow is in the spoof status avail-
able state, wherein the spoof status available state indicates
that the network device is able to perform anti-spoof checks
on the one or more fragments of the fragment flow and the
fragment of the fragment flow based at least in part on the
source port of the network packet. For example, network
device 10 may update the state field in the entry for the
fragment flow in flow table 32 to indicate a spoof status
available state.

In some examples, network device 10 may determine that
the one or more fragments of the fragment flow for the
network packet does not include a first fragment of the
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fragment flow. In some examples, network device 10 may
determine whether the fragment of the fragment flow
includes the indication of the source port of the network
packet based at least in part on determining whether the
fragment is a first fragment of the fragment flow. In some
examples, the first fragment of the fragment flow may be
fragment 52A.

The techniques described in this disclosure may be imple-
mented, at least in part, in hardware, software, firmware or
any combination thereof. For example, various aspects of
the described techniques may be implemented within one or
more processors, including one or more microprocessors,
digital signal processors (DSPs), application specific inte-
grated circuits (ASICs), field programmable gate arrays
(FPGAs), or any other equivalent integrated or discrete logic
circuitry, as well as any combinations of such components.
The term “processor” or “processing circuitry” may gener-
ally refer to any of the foregoing logic circuitry, alone or in
combination with other logic circuitry, or any other equiva-
lent circuitry. A control unit comprising hardware may also
perform one or more of the techniques of this disclosure.

Such hardware, software, and firmware may be imple-
mented within the same device or within separate devices to
support the various operations and functions described in
this disclosure. In addition, any of the described units,
modules or components may be implemented together or
separately as discrete but interoperable logic devices. Depic-
tion of different features as modules or units is intended to
highlight different functional aspects and does not necessar-
ily imply that such modules or units must be realized by
separate hardware or software components. Rather, func-
tionality associated with one or more modules or units may
be performed by separate hardware or software components,
or integrated within common or separate hardware or soft-
ware components.

The techniques described in this disclosure may also be
embodied or encoded in a computer-readable medium, such
as a computer-readable storage medium, containing instruc-
tions. Instructions embedded or encoded in a computer-
readable medium may cause a programmable processor, or
other processor, to perform the method, e.g., when the
instructions are executed. Computer-readable media may
include non-transitory computer-readable storage media and
transient communication media. Computer readable storage
media, which is tangible and non-transitory, may include
random access memory (RAM), read only memory (ROM),
programmable read only memory (PROM), erasable pro-
grammable read only memory (EPROM), electronically
erasable programmable read only memory (EEPROM), flash
memory, a hard disk, a CD-ROM, a floppy disk, a cassette,
magnetic media, optical media, or other computer-readable
storage media. It should be understood that the term “com-
puter-readable storage media” refers to physical storage
media, and not signals, carrier waves, or other transient
media.

Various examples have been described. These and other
examples are within the scope of the following claims.

What is claimed is:

1. A method comprising:

receiving, by a network device from a first network, one

or more network packets of a first network packet type,
wherein each of the one or more network packets
encapsulate a respective one of one or more fragments
of a fragment flow associated with a network packet of
a second network packet type;

in response to determining that the one or more network

packets of the fragment flow does not include a frag-
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ment of the fragment flow that includes an indication of
a source port of the network packet, buffering, by the
network device, the one or more fragments of the
fragment flow;
receiving, by the network device, a network packet of the
first network packet type that encapsulates the fragment
of the fragment flow that includes the indication of the
source port of the network packet;
in response to receiving the network packet of the first
network packet type that encapsulates the fragment of
the fragment flow that includes the indication of the
source port of the network packet, performing, by the
network device, an anti-spoof check on the one or more
fragments of the fragment flow and the fragment of the
fragment flow based at least in part on the source port
of the network packet of the second network packet
type without reassembling the network packet of the
second network packet type from the one or more
fragments of the fragment flow and the fragment of the
fragment flow; and
in response to the one or more fragments of the fragment
flow and the fragment of the fragment flow passing the
anti-spoof check, dispatching, by the network device to
a second network, the one or more fragments of the
fragment flow and the fragment of the fragment flow.
2. The method of claim 1, further comprising:
subsequent to receiving the network packet of the first
network packet type that encapsulates the fragment of
the fragment flow that includes the indication of the
source port of the network packet and the one or more
fragments of the fragment flow and the fragment of the
fragment flow passing the anti-spoof check, receiving,
by the network device, a second one or more network
packets of the first network packet type, wherein each
of the second one or more network packets encapsu-
lates a respective one of one or more remaining frag-
ments of the fragment flow;
performing, by the network device, an anti-spoof check
on the one or more remaining fragments of the frag-
ment flow without buffering the one or more remaining
fragments of the fragment flow; and
in response to the one or more remaining fragments of the
fragment flow passing the anti-spoof check, dispatch-
ing, by the network device to the second network, the
one or more remaining fragments of the fragment flow.
3. The method of claim 1, further comprising:
creating, by the network device, an entry associated with
the fragment flow in a flow table;
in response to determining that the one or more fragments
of the fragment flow do not include the fragment of the
fragment flow that includes the indication of the source
port of the network packet of the second network
packet type, transitioning the fragment flow to a buffer
state by updating the entry for the fragment flow in the
flow table to indicate that the fragment flow is in the
buffer state, wherein the buffer state indicates that the
network device has not yet received the indication of
the source port of the network packet; and
in response to determining that the fragment of the
fragment flow includes the indication of the source
port of the network packet of the second network
packet type, transitioning the fragment flow from the
buffer state to a spoof status available state by
updating the entry for the fragment flow in the flow
table to indicate that the fragment flow is in the spoof
status available state, wherein the spoof status avail-
able state indicates that the network device is able to
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perform anti-spoof checks on the one or more frag-
ments of the fragment flow and the fragment of the
fragment flow based at least in part on the source port
of the network packet.
4. The method of claim 1, further comprising:
determining, by the network device, that the one or more
fragments of the fragment flow for the network packet
does not include a first fragment of the fragment flow;
and
determining whether the fragment of the fragment flow
includes the indication of the source port of the network
packet based at least in part on determining whether the
fragment is a first fragment of the fragment flow.
5. The method of claim 1, wherein:
the first network packet type is an Internet Protocol
version 6 (IPv6) network packet;
the second network packet type is an Internet Protocol
version 4 (IPv4) network packet;
the first network is an IPv6 network; and
the second network is an IPv4 network.
6. A network device comprising:
one or more network interfaces configured to receive,
from a first network, one or more network packets of a
first network packet type, wherein each of the one or
more network packets encapsulate a respective one of
one or more fragments of a fragment flow associated
with a network packet of a second network packet type;
and
one or more processors configured to, in response to
determining that the one or more network packets of
the fragment flow does not include a fragment of the
fragment flow that includes an indication of a source
port of the network packet, buffer the one or more
fragments of the fragment flow in a fragment buffer;
wherein the one or more network interfaces are further
configured to receive a network packet of the first
network packet type that encapsulates the fragment of
the fragment flow that includes the indication of the
source port of the network packet,
wherein the one or more processors are further configured
to, in response to the one or more network interfaces
receiving the network packet of the first network packet
type that encapsulates the fragment of the fragment
flow that includes the indication of the source port of
the network packet, perform an anti-spoof check on the
one or more fragments of the fragment flow and the
fragment of the fragment flow based at least in part on
the source port of the network packet of the second
network packet type without reassembling the network
packet of the second network packet type from the one
or more fragments of the fragment flow and the frag-
ment of the fragment flow, and
wherein the one or more network interfaces are further
configured to, in response to the one or more fragments
of the fragment flow and the fragment of the fragment
flow passing the anti-spoof check, dispatch the one or
more fragments of the fragment flow and the fragment
of the fragment flow to a second network.
7. The network device of claim 6,
wherein the one or more network interfaces are further
configured to, subsequent to receiving the network
packet of the first network packet type that encapsulates
the fragment of the fragment flow that includes the
indication of the source port of the network packet and
the one or more fragments of the fragment flow and the
fragment of the fragment flow passing the anti-spoof
check, receive a second one or more network packets of
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the first network packet type, wherein each of the
second one or more network packets encapsulates a
respective one of one or more remaining fragments of
the fragment flow;

wherein the one or more processors are further configured

to perform an anti-spoof check on the one or more
remaining fragments of the fragment flow without
buffering the one or more remaining fragments of the
fragment flow in the fragment buffer; and

wherein the one or more network interfaces are further

configured to, in response to the one or more remaining
fragments of the fragment flow passing the anti-spoof
check, dispatch the one or more remaining fragments of
the fragment flow to the second network.

8. The network device of claim 6, wherein the one or more
processors are further configured to:

create an entry associated with the fragment flow in a flow

table;
in response to determining that the one or more fragments
of the fragment flow do not include the fragment of the
fragment flow that includes the indication of the source
port of the network packet of the second network
packet type, transition the fragment flow to a buffer
state by updating the entry associated with the fragment
flow in the flow table to indicate that the fragment flow
is in the buffer state, wherein the buffer state indicates
that the network device has not yet received the indi-
cation of the source port of the network packet; and

in response to determining that the fragment of the
fragment flow includes the indication of the source port
of the network packet of the second network packet
type, transition the fragment flow from the buffer state
to a spoof status available state by updating the entry
associated with the fragment flow in the flow table to
indicate that the fragment flow is in the spoof status
available state, wherein the spoof status available state
indicates that the network device is able to perform
anti-spoof checks on the one or more fragments of the
fragment flow and the fragment of the fragment flow
based at least in part on the source port of the network
packet.
9. The network device of claim 6, further comprising:
wherein the one or more processors are further configured
to determine that the one or more fragments of the
fragment flow for the network packet does not include
a first fragment of the fragment flow; and

wherein the one or more processors are further configured
to determine whether the fragment of the fragment flow
includes the indication of the source port of the network
packet based at least in part on determining whether the
fragment is a first fragment of the fragment flow.

10. The network device of claim 6, wherein:

the first network packet type is an Internet Protocol

version 6 (IPv6) network packet;

the second network packet type is an Internet Protocol

version 4 (IPv4) network packet;

the first network is an IPv6 network; and

the second network is an IPv4 network.

11. A non-transitory computer-readable medium compris-
ing instructions for causing a programmable processor of a
network device to:

receive, from a first network, one or more network

packets of a first network packet type, wherein each of
the one or more network packets encapsulate a respec-
tive one of one or more fragments of a fragment flow
associated with a network packet of a second network

packet type;
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in response to determining that the one or more network
packets of the fragment flow does not include a frag-
ment of the fragment flow that includes an indication of
a source port of the network packet, buffering, by the
network device, the one or more fragments of the
fragment flow;

receive a network packet of the first network packet type

that encapsulates the fragment of the fragment flow that
includes the indication of the source port of the network
packet;
in response to receiving the network packet of the first
network packet type that encapsulates the fragment of
the fragment flow that includes the indication of the
source port of the network packet, perform an anti-
spoof check on the one or more fragments of the
fragment flow and the fragment of the fragment flow
based at least in part on the source port of the network
packet of the second network packet type without
reassembling the network packet of the second network
packet type from the one or more fragments of the
fragment flow and the fragment of the fragment flow;
and
in response to the one or more fragments of the fragment
flow and the fragment of the fragment flow passing the
anti-spoof check, dispatch, to a second network, the
one or more fragments of the fragment flow and the
fragment of the fragment flow.
12. The non-transitory computer-readable medium of
claim 11, wherein the instructions further cause the pro-
grammable processor to:
subsequent to receiving the network packet of the first
network packet type that encapsulates the fragment of
the fragment flow that includes the indication of the
source port of the network packet and the one or more
fragments of the fragment flow and the fragment of the
fragment flow passing the anti-spoof check, receive a
second one or more network packets of the first net-
work packet type, wherein each of the second one or
more network packets encapsulates a respective one of
one or more remaining fragments of the fragment flow;

perform an anti-spoof check on the one or more remaining
fragments of the fragment flow without buffering the
one or more remaining fragments of the fragment flow;
and

in response to the one or more remaining fragments of the

fragment flow passing the anti-spoof check, dispatch, to
the second network, the one or more remaining frag-
ments of the fragment flow.
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13. The non-transitory computer-readable medium of
claim 11, wherein the instructions further cause the pro-
grammable processor to:

create an entry associated with the fragment flow in a flow

5 table;

in response to determining that the one or more fragments

of the fragment flow do not include the fragment of the
fragment flow that includes the indication of the source
port of the network packet of the second network
packet type, transition the fragment flow to a buffer
state by updating the entry for the fragment flow in the
flow table to indicate that the fragment flow is in the
buffer state, wherein the buffer state indicates that the
network device has not yet received the indication of
the source port of the network packet; and

in response to determining that the fragment of the

fragment flow includes the indication of the source port
of the network packet of the second network packet
type, transition the fragment flow from the buffer state
to a spoof status available state by updating the entry
for the fragment flow in the flow table to indicate that
the fragment flow is in the spoof status available state,
wherein the spoof status available state indicates that
the network device is able to perform anti-spoof checks
on the one or more fragments of the fragment flow and
the fragment of the fragment flow based at least in part
on the source port of the network packet.

14. The non-transitory computer-readable medium of
claim 11, wherein the instructions further cause the pro-
grammable processor to:

determine that the one or more fragments of the fragment

flow for the network packet does not include a first

fragment of the fragment flow; and

determine whether the fragment of the fragment flow

includes the indication of the source port of the network

packet based at least in part on determining whether the
fragment is a first fragment of the fragment flow.

15. The non-transitory computer-readable medium of
claim 11, wherein:

the first network packet type is an Internet Protocol

version 6 (IPv6) network packet;

the second network packet type is an Internet Protocol

version 4 (IPv4) network packet;

the first network is an IPv6 network; and

the second network is an IPv4 network.
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