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CONFIRMATORY ASSIGNMENT

For good and valuable consideration, the receipt of which is hereby acknowledged, the
person(s) named below (referred to as "INVENTOR" whether singular or plural) has sold,
assigned, and transferred and does hereby confirm the sale, assignment, and transfer to Juniper
Networks, Inc., having a place of business at 1133 Innovation Way, Sunnyvale, CA 94089-
1206, United States of America ("ASSIGNEE"), for itself and its successors, transferees, and
assignees, the following:

1. The entire worldwide right, title, and interest in all inventions and
improvements (“SUBJECT MATTER”™) that are disclosed in the following provisional
application filed under 35 U.S.C. § 111(b), non-provisional application filed under 35
U.S.C. § 111(a), international application filed according to the Patent Cooperation
Treaty (PCT), or U.S. national phase application filed under 35 U.S.C. § 371
(“APPLICATION™):

U.S. Patent Application No. 18/297,291, entitled “SERVICE CHAINING
WITH PHYSICAL NETWORK FUNCTIONS AND VIRTUALIZED
NETWORK FUNCTIONS" filed on April 07, 2023 which is included as
an Appendix to this Assignment.

2. The entire worldwide right, title, and interest in and to:

(a) the APPLICATION; (b) all applications claiming priority from the APPLICATION;
(c) all provisional, utility, divisional, continuation, substitute, renewal, reissue, and other
applications related thereto which have been or may be filed in the United States or
clsewhere in the world; (d) all patents (including reissues and re-examinations) which
may be granted on the applications set forth in (a), (b), and (c) above; and (e) all right of
priority in the APPLICATION and in any underlying provisional or foreign application,
together with all rights to recover damages for infringement of provisional rights.

INVENTOR agrees that ASSIGNEE may apply for and receive patents for SUBJECT
MATTER in ASSIGNEE’s own name.

INVENTOR agrees to do the following, when requested, and without further
consideration, in order to carry out the intent of this Assignment: (1) execute all oaths,
assignments, powers of attorney, applications, and other papers necessary or desirable to fully
secure to ASSIGNEE the rights, titles and interests herein conveyed; (2) communicate to
ASSIGNEE all known facts relating to the SUBJECT MATTER; and (3) generally do all lawful
acts that ASSIGNEE shall consider desirable for securing, maintaining, and enforcing worldwide
patent protection relating to the SUBJECT MATTER and for vesting in ASSIGNEE the rights,
titles, and interests hercin conveyed. INVENTOR further agrees to provide any successor,
assign, or legal representative of ASSIGNEE with the benefits and assistance provided to
ASSIGNEE hereunder.

INVENTOR represents that INVENTOR has the rights, titles, and interests to convey as
set forth herein, and covenants with ASSIGNEE that the INVENTOR has not made and will not
hereafter make any assignment, grant, mortgage, license, or other agreement affecting the rights,
titles, and interests herein conveyed.

Attorney Docket No.: 2014-218US03 1 PATENT
REEL: 065395 FRAME: 0624



Title: SERVICE CHAINING WITH PHYSICAL NETWORK FUNCTIONS AND VIRTUALIZED NETWORK

FUNCTIONS

Date Filed: April 07, 2023
Application No.: 18/297,291

INVENTOR grants the attorney of record the power to insert on this Assignment any
further identification that may be necessary or desirable in order to comply with the rules of the
United States Patent and Trademark Office for recordation of this document.

This Assignment may be executed in one or more counterparts, each of which shall be
deemed an original and all of which may be taken together as one and the same Assignment.

Name and Signature

Date of Signature

Mahesh Sivakumar

Oct 33,2023

Mahesh Sivakumar

Name and Signature

Date of Signature

whi-

Oct 10, 2023

Anantharamu Suryanarayana

Name and Signature

Date of Signature

Aty Tandon

Oct 10, 2023

Ankur Tandon
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FUNCTIONS
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SERVICE CHAINING WITH PHYSICAL NETWORK FUNCTIONS AND
VIRTUALIZED NETWORK FUNCTIONS

CROSS REFERENCE
[0001] This application is a continuation of U.S. Patent Application Serial No. 17/454,979,
filed on November 15, 2021, which is a continuation of U.S. Patent Application Serial No.
16/922,954, filed on July 7, 2020 (now U.S. Patent No. 11,178,041, issued on November 16,

2021), which are hereby incorporated by reference herein in their entirety.

TECHNICAL FIELD
[0002] This disclosure generally relates to computer networks and, more specifically, to

applying network services to network traffic traversing computer networks.

BACKGROUND

[0003] A computer network is a collection of interconnected computing devices that
exchange data and share resources. In a packet-based network, such as the Internet,
computing devices communicate data by dividing the data into small blocks called packets,
which are individually routed across the network from a source device to a destination
device. The destination device extracts the data from the packets and assembles the data into
its original form.

[0004] Certain devices within the network, referred to as routers, use routing protocols to
exchange and accumulate topology information that describes the network. This allows a
router to construct its own routing topology map of the network. Upon receiving an
incoming data packet, the router examines keyving information within the packet and
forwards the packet in accordance with the accumulated topology information.

[0005] A network operator may deploy one or more network devices to implement service
points that apply network functions such as firewall, carrier grade network address
translation (CG-NAT), performance enhancement proxies for video, transport control
protocol (TCP) optimization and header enrichment, caching, and load balancing. In

addition, the network operator may configure service chains that each identify a set of the
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network functions to be applied to packet flows mapped to the respective service chains. A
service chain, in other words, defines one or more network functions to be applied in a
particular order to provide a composite network service for application to packet flows bound

to the service chain.

SUMMARY

[0006] In general, techniques are described in which a centralized controller, such as a
software defined networking (SDN) controller, constructs a service chain that includes a
physical network function (PNF) between a bare metal server (BMS) and a virtual execution
clement (e.g., virtual machine or container), or in some instances a remote BMS, or vice-
versa. In accordance with the techniques disclosed herein, the controller may construct an
inter-network service chain that includes PNFs, or a combination of PNFs and virtualized
network functions (VNFs). The controller may construct an inter-network service chain to
steer traffic between a BMS and a virtual execution element or remote BMS through an inter-
network service chain using Virtual Extensible Local Area Network (VXILAN) as an
underlying transport technology through the service chain.

[0007] In current systems, PNFs may not be configured as part of a service chain. Instead, a
service chain may be limited to including VNFs. In such systems, when network traffic
enters a service chain from a source network, Multiprotocol Label Switching (MPLS) is used
to steer the network traffic from one VNF to the next VNF in the service chain and on to the
destination network. For example, MPLS over Generic Route Encapsulation (MPLSoGRE)
or MPLS over User Datagram Protocol (MPLSoUDP) may be used to create overlay tunnels
for layer 3 virtual private networks (LL3VPNs) and/or Ethernet VPNs (EVPNs) to steer
packets through a service chain.

[0008] There are several technical problems that may prevent PNFs from being incorporated
into service chains. For example, PNFs do not typically support MPLS, which as noted
above is often an overlay tunnel technology used to steer network traffic through a service
chain. While both VNFs and PNFs may support VXI.AN as a transport technology,
replacing MPLS with VXLAN may cause looping problems within the service chain. In the
case of VXLAN, the VXLAN Identifier (VNID) in a network packet typically maps to a
virtual network (VN). Alookup in the VN’s primary routing instance may be performed to

2
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find the left interface to the first service instance. However, the VNID carried by the network
packet is typically the same as the packet is transmitted through the service chain. Thus,
using VXLAN in current service chains may cause the same VNID to be received by a
second service instance in the service chain. When the packet reaches the second service
instance in the chain, the VNID may cause the packet to be looped back to the first service
instance of the service chain because the VNID maps to the same virtual network and
primary routing instance as the first service instance in the service chain.

[0009] In some examples, the controller may construct an inter-LR service chain to steer
traffic originating from a BMS through at least one service chain that includes at least one
PNF, and ultimately to a virtual machine using VXILAN as the transport technology. The
controller may create two routing instances in each PNF of the service chain, and each
routing instance can be assigned different VNIDs for a virtual network associated with a
logical router. To direct traffic from the source network to a destination network via the
service chain, the controller may obtain a route (referred to herein as “IP route™) to the virtual
machine associated with the destination network. The controller may modify the IP route to
direct traffic from a source network to a left interface of a PNF in the service chain rather
than directly to the destination network. For example, the controller may modify the IP route
by setting the next hop and, in some instances, a VNID, or other next hop information that
identifies a routing instance of a PNF of a service chain. The controller then advertises the
modified IP route to the source network. This advertisement of the modified IP route by the
controller and to the source network is referred to as a “re-originating” the IP route. A logical
router of the source network may import the modified IP route from the controller, which
causes the network device to steer traffic to the route next hop, e.g., the PNF at the head-end
of the service chain.

[0010] As part of re-originating the IP route, the controller may also store the obtained IP
route as an EVPN route. For example, the controller may, in addition to storing the IP route
in an IP routing table for the source network, also store the IP route as an EVPN route (e.g.,
an EVPN Type-5 route that can specify the IP route for inter-subnet connectivity, i.e.,
connectivity of subdivisions of an IP network, in some cases across data centers) in an EVPN
routing table for the source network. The controller may also set a next hop of the EVPN

route to refer to logical router of the source network that hosts a PNF at the head-end of the
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service chain. The controller may advertise the modified EVPN route to a physical Top-of-
Rack (TOR) switch that is directly connected to the BMS. The TOR switch may import the
EVPN route from the controller to configure the TOR switch to steer data traffic originated
from the BMS to the route next hop, ¢.g., the server hosting the service node at the head-end
of the service chain.

[0011] In order to prevent looping, the controller may create two routing instances in each
PNF, a first routing instance associated with a “left” logical router, and a second routing
instance associated with a “right” logical router. The first and second routing instances may
be configured with VNIDs that are associated with virtual networks of their corresponding
logical router.

[0012] In this way, when a TOR switch receives data traffic originating from the BMS that is
destined for the virtual machine of the destination network (e.g., a network of the “right”
logical router), the TOR switch may steer traffic using, for example, Virtual Extensible Local
Area Network (VXILAN), to the left interface of a PNF at the head-end of the service chain.
When the PNF receives the data traffic, the PNF may perform its associated service on the
data traffic, and determine a routing instance associated with a VNID in the VXLAN header
of the data traffic. The VNID is used to determine which routing instance is to be used to
determine the next hop of the data traffic. The PNF may perform a lookup of a routing table
of the routing instance associated with the destination network (e.g., the “right” network),
and forwards the data traffic from a right interface of the PNF to a TOR that hosts the left
interface of the next PNF in the service chain. The PNF may swap a VNID label in the
VXILAN header with a VNID assigned to a routing interface that is associated with the
destination network. The next PNF in the service chain to receive the data traffic can use the
VNID to determine a routing instance that includes routing tables that are used to determine
how the data traffic is to be further forwarded.

[0013] The techniques of this disclosure may be implemented as part of a practical
application that provides for one or more technical advantages. For example, the techniques
may allow a customer to include PNFs in a service chain while avoiding subsequent PNFs or
VNFs in the service chain from looping packets back to the first PNF in the service chain.
As aresult, customers can leverage their investment in PNFs by including the PNFs in

service chains, rather than being limited to VNF-based service chains alone. Further, the use
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of PNFs may provide better network throughput, because PNFs are typically have greater
throughput when performing operations when compared to VNFs with equivalent
functionality. For example, PNFs may include specialized processors and other hardware to
accelerate the types of processing performed on network packets.

[0014] In one example, a method includes creating, by a Software Defined Network (SDN)
controller of a network system, a service chain comprising a plurality of Physical Network
Functions (PNFs) including a first PNF and a second PNF, the service chain between a first
logical router and a second logical router of the network svstem; creating, for each of the first
PNF and the second PNF, a corresponding first routing instance and a corresponding second
routing instance; configuring, for each of the first PNF and the second PNF, the
corresponding first routing instance with a first label comprising a first Virtual eXtensible
Local Area Network (VXLAN) Identifier (VNID) of a first virtual network associated with
the first logical router and the second routing instance with a second label comprising a
second VNID of a second virtual network associated with the second logical router; creating
a first route between a first device on the first virtual network towards a second device on the
second virtual network through the service chain, the first route specifying, in a first switch
between the first device and the first PNF, the first VNID of the first routing instance of the
first PNF as a first label for a next hop from the first switch to the first PNF, and specifying,
in a second switch between the first PNF and the second PNF, the first VNID of the first
routing instance of the second PNF as a second label for a next hop from the second switch to
the second PNF; and pushing the first route to at least one of a plurality of switches
communicatively coupled to one or more of the plurality of PNFs, the plurality of switches
including the first switch and the second switch.

[0015] In another example, a controller includes one or more processors; a service chain unit
executable by the one or more processors, the service chain unit configured to: create a
service chain comprising a plurality of PNFs including a first PNF and a second PNF, the
service chain between a first logical router and a second logical router of the network system,
create, for cach PNF, a corresponding first routing instance and a corresponding second
routing instance, configure, for each PNF, the corresponding first routing instance with a first
label comprising a first VNID of a first virtual network associated with the first logical router

and the second routing instance with a second label comprising a second VNID of a second
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virtual network associated with the second logical router, and create a first route between a
first device on the first virtual network towards a second device on the second virtual
network through the service chain, the first route specifying, in a first switch between the
first device and the first PNF, the first VNID of the first routing instance of the first PNF as a
label for a next hop from the first switch to the first PNF, and specifying, in a second switch
between the first PNF and the second PNF, the first VNID of the first routing instance of the
second PNF as a label for a next hop from the second switch to the second PNF; and a
control plane virtual machine executable by the one or more processors and configured to
push the first route to at least one of a plurality of switches communicatively coupled to one
or more of the plurality of PNFs, the plurality of switches including the first switch and the
second switch.

[0016] In another example, a PNF device includes one or more processors; and a computer-
readable storage device configured to store a first routing instance, a second routing instance,
and instructions executable by the one or more processors to cause the PNF device to:
receive configuration data for the first routing instance, the configuration data comprising a
first label comprising a first VNID of a first virtual network associated with a first logical
router and a second label comprising a second VNID of a second virtual network associated
with a second logical router; configure the first routing instance with the first label; configure
the second routing instance with the second label; receive first routing data, the first routing
data specifying a next hop from the PNF device to a switch towards the second virtual
network from the PNF device; configure the first routing instance with the first routing data;
receive second routing data, the second routing data specifying a next hop from the PNF
device to a switch towards a second virtual network from the PNF device; and configure the
second routing instance with the second routing data; wherein the PNF device is configured
in a service chain between a first logical router associated with the first virtual network and a
second logical router associated with the second virtual network.

[0017] The details of one or more techniques of the disclosure are set forth in the
accompanying drawings and the description below. Other features, objects, and advantages

of the invention will be apparent from the description and drawings, and from the claims.
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BRIEF DESCRIPTION OF DRAWINGS

[0018] FIG. 1 is a block diagram illustrating an example network including a data center in
which examples of the techniques described herein may be implemented.

[0019] FIGs. 2A and 2B are block diagrams illustrating an example network system
including an example service chain, in accordance with one or more aspects of the techniques
described in this disclosure.

[0020] FIG. 3 is a block diagram illustrating an example service chain having a combination
of physical network functions and virtualized network functions in accordance with one or
more aspects of the techniques described in this disclosure.

[0021] FIG. 4 illustrates an example controller operating in accordance with one or more
aspects of the techniques described in this disclosure.

[0022] FIG. 5 is a flowchart illustrating an example operation 400 of a controller providing a
service chain that includes at least one PNF, in accordance with one or more aspects of the
techniques described in this disclosure.

[0023] Like reference characters denote like elements throughout the figures and text.

DETAILED DESCRIPTION

[0024] FIG. 1 is a block diagram illustrating an example network 100 including a data center
102 in which examples of the techniques described herein may be implemented. In general,
data center 102 provides an operating environment for applications and services for
customers 120 coupled to the data center, e.g., by a service provider network (not shown).
Data center 102 may, for example, host infrastructure equipment, such as networking and
storage systems, redundant power supplies, and environmental controls. A service provider
network that couples customers 120 to data center 102 may be coupled to one or more
networks administered by other providers and may thus form part of a large-scale public
network infrastructure, e.g., the Internet.

[0025] In some examples, data center 102 represents one of many geographically distributed
network data centers. As illustrated in the examples of FIG. 1, data center 102 may be a
facility that provides network services for customers 120. Customers 120 may be collective

entities such as enterprises and governments or individuals. For example, a network data
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center may host web services for several enterprises and end users. Other example services
may include data storage, virtual private networks, traffic engineering, file service, data
mining, scientific- or super- computing, and so on. In some embodiments, data center 102
may be individual network servers, network peers, or otherwise.

[0026] In this example, data center 102 includes a set of storage systems and application
servers 108 A—108N (servers 108) interconnected via interconnected topology 118, which
may comprise a switch fabric provided by one or more tiers of physical network switches and
routers. Servers 108 may be respective bare metal servers (BMSs). In the examples of FIG.
1, interconnected topology 118 includes chassis switches 104A—104N (chassis switches 104)
and top-of-rack (TOR) switches 106 A—106N (TOR switches 106). For instance, chassis
switches 104 may form spine nodes of a spine and leaf topology, while TOR switches 106
may form leaf nodes of the spine and leaf topology. TOR switch 206 may be a physical
network device that provides layer two (e.g., MAC) and/or layer 3 (e.g., IP) routing and/or
switching functionality. TOR switch 206 may include one or more processors and a
memory, and that are capable of executing one or more software processors.

[0027] Servers 108 provide execution and storage environments for applications and data
associated with customers 120 and may be physical servers, virtual machines or
combinations thereof.

[0028] In general, interconnected topology 118 represents layer two (L2) and layer three (1.3)
switching and routing components that provide point-to-point connectivity between servers
108. In one example, interconnected topology 118 comprises a set of interconnected, high-
performance yet off-the-shelf packet-based routers and switches that implement industry
standard protocols. In one example, interconnected topology 118 may comprise off-the-shelf
components that provide Internet Protocol (IP) over an Ethernet (IPoE) point-to-point
connectivity.

[0029] In FIG. 1, SDN controller 112 provides a high-level controller for configuring and
managing routing and switching infrastructure of data center 102. Details of virtual network
controller 112 operating in conjunction with other devices of network 100 or other software-
defined networks can be found in International Application Number PCT/US2013/044378,
filed May 6, 2013, and in U.S. Patent Application No. 14/226,509, filed March 26, 2014, and
issued as U.S. Patent No. 9,571,394, the entire contents of each of which are incorporated by
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reference. SDN controller 112 may communicate and manage the devices of data center 102
using an SDN protocol, such as the OpenFlow protocol. In addition, SDN controller 112
may communicate with the routing and switching infrastructure of data center 102 using
other interface types, such as a Simple Network Management Protocol (SNMP) interface,
path computation element protocol (PCEP) interface, a Device Management Interface (DMI),
a CLI, Interface to the Routing System (IRS), or any other node configuration interface.
[0030] SDN controller 112 provides a logically—and in some cases, physically—centralized
controller for facilitating operation of one or more virtual networks within data center 102 in
accordance with examples of this disclosure. In some examples, SDN controller 112 may
operate in response to configuration input received from network administrator 110.
Additional information regarding SDN controller 112 operating in conjunction with other
devices of data center 102 can be found in International Application Number
PCT/US2013/044378, filed June 5, 2013, and entitled PHY SICAL PATH
DETERMINATION FOR VIRTUAL NETWORK PACKET FLOWS, which is hereby
incorporated by reference.

[0031] Although not shown, data center 102 may also include one or more additional
switches, routers, hubs, gateways, security devices such as firewalls, intrusion detection,
and/or intrusion prevention devices, computer terminals, laptops, printers, databases, wireless
mobile devices such as cellular phones or personal digital assistants, wireless access points,
bridges, cable modems, application accelerators, or other network devices.

[0032] In general, network traffic within interconnected topology 118, such as packet flows
between servers 108, can traverse the physical network of interconnected topology 118 using
many different physical paths. For example, a “packet flow” can be defined by values used
in a header of a packet, such as the network “five-tuple,” i.e., a source IP address, destination
IP address, source port and destination port that are used to route packets through the
physical network, and a communication protocol. For example, the protocol specifies the
communications protocol, such as TCP or UDP, and Source port and Destination port refer to
source and destination ports of the connection.

[0033] A set of one or more packet data units (PDUs) that match a particular flow entry
represent a flow. Flows may be broadly classified using any parameter of a PDU, such as

source and destination data link (e.g., MAC) and network (e.g., IP) addresses, a Virtual Local

PATENT
REEL: 065395 FRAME: 0635



Docket No.: 2014-218U303 / INP3272-US-CON2

Area Network (VL AN) tag, transport layer information, a Multiprotocol Label Switching
(MPLS) or Generalized MPLS (GMPLS) label, and an ingress port of a network device
receiving the flow. For example, a flow may be all PDUs transmitted in a Transmission
Control Protocol (TCP) connection, all PDUs sourced by a particular MAC address or IP
address, all PDUs having the same VL AN tag, or all PDUs received at the same switch port.
[0034] As shown in the examples of FIG. 1, each of TOR switches 106 is communicatively
coupled to each of chassis switches 104 in interconnected topology 118. Similarly, in this
example, each of chassis switches 104 is communicatively coupled to each of TOR switches
106. Accordingly, the number of paths from any one of TOR switches 106 to any other one
of TOR switches 106 is equal to the number of chassis switches 104, in this example.
Although the letter “N” is used to represent undefined numbers of both TOR switches 106
and chassis switches 104, it should be understood that there may be a different number of
TOR switches 106 than chassis switches 104.

[0035] Servers 108 may correspond to respective tenants of data center 102. For example,
servers 108 A may correspond to a first tenant, servers 108B may correspond to a second
tenant, and so on. Interconnected topology 118 allows for inter-tenant communication, e.g.,
between servers 108A—108N. In accordance with the techniques of this disclosure, SDN
controller 112 may be configured to automatically configure one or more service devices to
provide physical network functions (PNFs) or virtualized network functions (VNFs) to inter-
tenant communications. The service devices may be, for example, physical devices such as
TOR switches 106, chassis switches 104, or other devices connected thereto, or they may be
virtual devices such as virtual machines, virtual routers, etc. The PNFs and VNFs may be,
for example, firewall services, network address translation (NAT) services, intrusion
detection and prevention (IDP) services, load balancing services, routing services, route
reflectors, BNGs, EPCs or the like. PNFs typically provide their network functions using
specialized hardware that is dedicated to applying the network function of the PNF to
network data passing through the PNF. VNFs may provide the same network functions as a
PNF, but are virtualized and thus may run on general purpose hardware such as a server 108,
There may be more than one VNF configured on an individual server 108, and there may be
other virtualized device instances running on the same server, such as virtual routers, virtual

machines, and other such virtualized devices.
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[0036] FIG. 1 illustrates two logical routers, a left logical router 114 A and a right logical
router 114B. A logical router (also referred to as a logical system) may be a network model
including data and routines that represent layer 3 (LL3) routing functionality. For example, a
logical router may be a virtual router or VPN Routing and Forwarding (VRF) instance
providing 1.3 routing functionality. A logical router may be modeled as a parent network
having one or more child networks.

[0037] FIG. 1 also illustrates a service chain 130 between the left logical router 114A and
right logical router 114B. Service chain 130 may include PNFs, VNFs, or a combination of
PNFs and VNFs. Network data that is transmitted between network devices (virtual or
physical) within a child network coupled to a single logical router may use 1.2 routing.
Network data that is transmitted between network device on child networks having different
parent logical routers may use L3 routing. Thus, in the example illustrated in FIG. 1,
network traffic between the left logical router 114A and right logical router 114B uses 1.3
routing.

[0038] Service chain 130 may include PNFs, VNFs, or a combination of PNFs and VNFs
that are between left logical router 114A and right logical router 114B. As described above,
a service chain defines one or more network services to be applied in a particular order to
provide a composite service for application to packet flows bound to the service chain. Thus,
service chain 130 may be PNFs, VNFs, or a combination of PNFs and VNFs that are applied
to network traffic between left logical router 114A and right logical router 114B in a defined
order.

[0039] In some examples, SDN controller 112 receives a high-level configuration for the
various network devices, e.g., from administrator 110, and translates the high-level
configuration into low level configuration data. The high-level configuration data may be
vendor-neutral, whereas the low-level configuration data may be vendor-specific, and thus,
executable or otherwise usable by each respective one of chassis switches 104, TOR switches
106, and servers 108. The high-level configuration received by SDN controller 112 may be
used to create service chain 130 and its constituent PNFs and/or VNF's,

[0040] Interconnected topology 118 may be implemented in various ways and does not
necessarily include the devices or arrangement shown in FIG. 1. In one example,

interconnected topology 118 is implemented as a spine and leaf topology. In such an
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example, chassis switches 104 are configured as spine switches (e.g., Layer 3 switches) and
TOR switches 106 are configured as leaf switches. In other examples, interconnected
topology 118 may be implemented as a Clos network, a Virtual Chassis Fabric (VCE), an
Internet protocol (IP) Fabric, or an interconnected topology according to IEEE 802.1BR.
[0041] FIGs. 2A and 2B are block diagrams illustrating an example network system 2
including an example service chain 202, in accordance with one or more aspects of the
techniques described in this disclosure. Service chain 202 is configured between two logical
routers (LRs), logical router 218 and virtual router 214. As such, service chain 202 may be
referred to as an “inter-LR™ service chain. Network system 2 may include some or all of the
components of network 100 of FIG. 1. In the examples illustrated in FIGs. 2A and 2B,
network system 2 includes TORs 106A, 106B and 106C, PNFs 210A and 210B, a virtual
router 214, bare metal server 228 (“BMS 2287), and VMs 227A-227D.

[0042] BMS 228 represents a server dedicated for use by a single customer (also referred to
as “fenant™ of a data center), which may be called a “single-tenant server.” BMS 228 may
provide dedicated hardware for use by the single customer to avoid so-called “noisy neighbor
problems” that occur in multi-tenant servers. That is, unlike servers in which multiple
customers may interact with the same physical hardware/server to mterface with their
individually allocated virtual router, BMS 228 may be dedicated for use only by a single
customer.

[0043] FIG. 2A illustrates steering network traffic from a BMS on a source network through
service chain 202 and on to a virtual machine on a destiation network. In the example of
FIG. 2A, PNFs 210A and 210B may be configured as part of a service chain 202. Service
chain 202 may be configured between two logical routers, logical router 218A and virtual
router 214. Logical router 218 communicatively couples a parent network providing
connectivity to TOR switch 106 A to BMS 228 and VMs 227D and 227E via child networks
232A-C. BMS 228 and VMs 227D and 227E form a cluster 230A. Togical router 218 and
its child networks 232A-232C may be part of a network that will be referred to as the “red”
network.

[0044] Virtual router 214 may be a logical router that communicatively couples a parent
network providing connectivity to TOR switch 106C to VMs 227A-227C via child networks

232D, 232E and 232F respectively. Virtual router 214 may execute on one or more physical
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servers 108 (FIG. 1) for network system 2 of network 100. A server or servers 108 that
execute virtual router 214 may provide an operating environment for execution of one or
more customer-specific VMs. For example, the server that executes virtual router 214 may
provide an operating environment for execution of VM 227A that may run customer
applications such as Web servers, database servers, and/or enterprise applications for
customers (not shown). A VM 227 may be referred to as a virtualized application workload
(or just application workload) and generally represents a virtualized execution element, such
as a virtual machine or a container. Virtual router 214 and its corresponding child networks
232D-232F will be referred to as the “green” network.

[0045] Logical routers such as logical router 218 and virtual router 214 may extend a
network from physical routers and switches in a data center switch fabric into a virtual
overlay network (e.g., tunnels) hosted in virtualized servers. For example, logical router 218
and virtual router 214 may dynamically create and manage one or more virtual networks,
e.g., child networks 232, usable for communication between application workloads. In some
examples, the overlay tunnels can be Virtual Extensible Local Area Network (VXLAN)
tunnels that are used to tunnel traffic to a specific IP address of a physical device, such as a
router or switch.

[0046] TOR switch 106 A may be directly connected to BMS 228 by extending an attachment
circuit to BMS 228 to provide BMS 228 with intra- or inter-network connectivity to virtual
machines. As shown in FIG. 2A, the connectivity may be modeled using logical router 218.
In some instances, TOR switches 106 may implement EVPN-VXILAN to provide
connectivity between network devices. For example, TOR switch 106 A may use VXLAN to
encapsulate traffic from BMS 228 to forward the traffic to destination nodes. That is, traffic
from BMS 228 uses EVPN as the control-plane with VXLAN being used as the
encapsulation in the underlying data plane.

[0047] In accordance with one or more aspects of the techniques described herein, SDN
controller 112 may construct an inter-LR service chain 202 between machines in cluster
203A (e.g., BMS 228 and VMs 227D and 227E) and machines in cluster 203B (e.g., VMs
227A-227C. In one implementation, SDN controller 112 may construct service chain 202
that steers traffic originating from BMS 228 to virtual machine 227A. In the example
illustrated in FIG. 2A, SDN controller 112 configures PNF 210A and PNF 210B as part of
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service chain 202. PNFs 210A and 210B are communicably coupled via TOR switch 106B.
As shown in FIG. 2A, network traffic between PNFs 210A and 210B along with TOR switch
106B may be encapsulated using VXLAN as the transport technology.

[0048] As part of configuring network system 2, SDN controller 112 may create internal
virtual networks (IVNs) for logical routers. In the example illustrated in FIG. 2A, SDN
controller may create IVN 206 A representing logical router 218 for the red network, and IVN
2068 representing virtual router 214 for the green network.

[0049] SDN controller 112 may create two routing instances for each PNF in a service chain.
A first routing instance in each PNF may be associated with a network at the head end of the
service chain (e.g., the “red” network) and a second routing instance associated with a
network at the tail end of service chain 202 (e.g., the “green” network). A routing instance
can be a collection of routing tables, assigned interfaces, and routing protocol parameters.
The set of assigned interfaces in a routing instance can be associated with the routing tables
of the routing instance, and the routing protocol parameters can determine the information in
the routing tables. There can be multiple routing tables for a single routing instance. In the
example illustrated in FIG. 2A, SDN controller creates routing instances 208A and 208B in
PNF 210A, and routing instances 208C and 208D in PNF 210B. Routing instances 208A and
208C may be associated with interfaces associated with IVN 206A, and routing instances
208B and 208D may be associated with interfaces associated with IVN 206B. For example,
SDN controller 112 can generate a VNID for each of the two routing instances in a PNF 210.
The VNIDs map to the virtual networks associated with routing instance. Thus, the VNIDs
for routing instances 208 A and 208C each map to IVN 206 A (red network), and the VNIDs
for routing instances 206B and 206D e¢ach map to IVN 206B (green network).

[0050] As noted above, a routing instance includes routing tables. Entries in a routing table
specify how network traffic received by a virtual or physical device is to be routed. One field
used in this mapping is the “next hop” field that specifies a network address of the virtual or
physical network device that should be the next device to receive the incoming network
packet. In some aspects, SDN controller 112, with respect to BMS 228, may assign the next
hop as the TOR that hosts the service interface (left interface) of the service chain and assign
the VXILAN VNID as the label associated with the primary routing interface of the logical
router’s IVN. For example, TOR switch 106 A hosts the left interface of PNF 210A. SDN
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controller 112 can install the route into a routing table in EVPN routes 224. Once installed,
the routes may be advertised (e.g., pushed) to remote BGP EVPN peers including TORs 106.
[0051] SDN controller 112 may also set a next hop at each PNF 210 in service chain 202.
For each PNF 210 in service chain 202, the next hop may be set to be the associated TOR
that hosts the subsequent PNF in the service chain. For example, SDN controller 112 may
set the next hop for PNF 210A as TOR switch 106B, with a next hop VNID of the routing
instance of PNF 210B associated with the destination network (e.g., routing instance 208D).
For the last PNF in a service chain (e.g., PNF 210B in the example shown in FIG. 2A), SDN
controller 112 can set the next hop to the egress virtual router with the VNID label from the
service routing instance associated with the destination virtual network. Thus, in the
example illustrated in FIG. 2A, SDN controller 112 may set the next hop for PNF 210B as
virtual router 214 associated with IVN 206B.

[0052] Virtual router 214 may provide IP routes reachable via virtual router 214, including
an IP route to a destination endpoint, e.g., VM 227A. For example, virtual router 214 may
provide an IP route that includes a destination IP address of VM 227A and a network address
for a physical server that hosts VM 227A. In one implementation, SDN controller 112 may
obtain the IP route from a virtual network (VN) agent of the server hosting virtual router 214.
[0053] SDN controller 112 may modify the obtained IP route to direct traffic to PNF 210A
rather than directly to destination network (e.g., IVN 206B). For example, to direct traffic
destined for VM 227A from a source network to service chain 202 for processing, SDN
controller 112 modifies the next hop in the obtained IP route to refer to the “left” interface of
PNF 210A. Modifying the next hop in the route may also, or alternatively, include
modifying a label such as a VNID or other virtual network identifier, tunnel encapsulation
information, or other next hop information that identifies PNF 210A.

[0054] Thus, to cause TOR switch 106A to steer traffic flows along service chain 202, SDN
controller 112 may obtain from the destination network (e.g., IVN 206B) an IP route of
virtual router 214 with a next hop to VM 227A, set the next hop of the IP route in TOR
switch 106A to refer to PNF 210A, add the IP route to an IP routing table for the source
network (e.g., IVN 206A), and advertise the modified IP route to devices on the source
network. More specifically, SDN controller 112 may configure next hop and 1.3 labels of the
IP route to cause TOR switch 106A to steer traffic to the “left” interface of PNF 210A. This
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advertisement of the modified IP route by the SDN controller 112 and to the source network
is referred to as a “re-originating™ the IP route. As part of the re-origination, SDN controller
112 can re-originate inet6 routes into EVPN type 5 routes.

[0055] SDN controller 112 may store the modified IP route in an IP routing table 223 for a
routing instance for IVN 206B. The IP routing table may store IP addresses (e.g., IPv4
and/or IPv6 addresses) for dynamically learned routes, such as an IP address for VM 227A.
In some examples, the IP routing table 223 may include a BGP routing table that stores layer
3 VPN routes learned via BGP.

[0056] In addition to storing the IP route in the IP routing table 223 for the routing instance
for destination network IVN 206B, SDN controller 112 may also store the IP route as an
EVPN route in an EVPN routing table 224 for the routing instance. The EVPN routing table
224 may store EVPN related routes, such as EVPN Type-5 routes that specify IP prefixes
(e.g., IP address for VM 227A) for inter-subnet connectivity across data centers.

[0057] When TOR switch 106 A receives data traffic originating from BMS 228 and destined
for VM 227A, TOR switch 106 A may perform a lookup of its forwarding table to determine
the next hop, which, in the example illustrated in FIG. 2A, is the “left” interface of PNF
210A. TOR switch 106 A may encapsulate a VXILAN outer packet to the data traffic to
tunnel the data traffic to the “left” interface of PNF 210A. A VNID field of the VXTLAN
outer packet may be the VNID associated with routing instance 208B. PNF 210A may apply
a service to the data traffic and forward the data traffic to the next hop. In the example
illustrated in FIG. 2A, PNF 210A uses the routing instance associated with the VNID (e.g.,
routing instance 208B of PNF210A) to perform a table lookup to determine that the next hop
is TOR switch 106B. PNF 210A may perform a “label swap™ to replace the VNID in the
VXLAN header with a VNID for routing instance 208D. TOR switch 106B may determine
that the next hop is the “left” interface of PNF 210B and swap the label in the VXTLAN
header to the VNID associated with routing instance 208D of PNF 210B. PNF 210B may
apply services to the data traffic. PNF 210B may utilize routing instance 208D to determine,
based on a routing table of routing instance 208D that the next hop for the data traffic is TOR
switch 106C. The data traffic is forwarded to TOR switch 106C via the “right” interface of
PNF 210B. TOR switch 106C then uses next hop information in its routing tables to
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determine that virtual router 214 is the next hop, which in turn forwards the data traffic to
destination VM 227A.

[0058] FIG. 2B illustrates steering traffic from a virtual machine back to a BMS. In some
examples, SDN controller 112 may compute a route through service chain 202 for traffic
flowing in the opposite direction as that described in FIG. 2A, i.e., from VM 227 to BMS
228. For example, SDN controller 112 may obtain an EVPN route having a destination
address for BMS 228.

[0059] In accordance with one or more aspects of the techniques disclosed herein, SDN
controller 112 may also re-originate the IP routes as EVPN routes to extend the service chain
202 to BMS 228. For example, SDN controller 112, in addition to re-originating the IP route
obtained from a destination network (e.g., IVN 206B) into a source network (e.g., [IVN
206A) by modifying next hops, SDN 112 may re-originate the IP route as EVPN route with a
next hop referring a TOR switch 106C that hosts the “right” interface of PNF 210B.
Modifying the next hop in the route may include modifying a label (e.g., a VNID) and a
destination network address for an underlying physical network to point to a network address
of the right interface of service chain 202 (e.g., PNF 210B).

[0060] When traffic originates on the right side of service chain 202 (e.g., VM 227A), and 1s
destined to the left side of service chain 202 (e.g., BMS 228), there may not be any route
towards the left side of service chain 202. SDN controller 112, upon receiving EVPN Type 5
routes from the remote TORs 106 may re-originate a new service chain path into red.inet.0
table with a remote TOR switch (e.g., TOR switch 106C) as the next hop and VXIL.AN as the
encapsulation type with an associated 1.3 VNID. This route may be replicated to other
network devices by a service chain module of SDN controller 112 using the appropriate L3
label (from the service routing instance 208) at cach hop. In some aspects, to import the
EVPN route, TOR switch 106A is configured with the appropriate route target. For example,
TOR switch 106 A may auto-generate a route target (e.g., 80000%).

[0061] SDN controller 112 may re-originate the obtained EVPN route as an IP route. For
example, in addition to storing the EVPN route in the EVPN routing table 224, SDN
controller 112 may also store the EVPN route as an IP route in an IP routing table 223 for the
routing instance. SDN controller 112 may set the next hop in the IP route to TOR switch
106C. SDN controller 112 may advertise the IP route to the destination network, e.g., IVN
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206A. Virtual router 214 may import the IP route and next hop referring to TOR switch
206C such that virtual router 214 1s configured to steer data traffic received VM 227A to
TOR switch 106C.

[0062] Additionally, as part of the re-origination of routes, SDN controller 112 may assign
1.3 labels to the next hops of routing tables such that the next hop includes a label associated
with VNIDs of the destination network (in the example of FIG. 2B, the red network 206A).
These VNIDs may be VNIDs associated with routing instances 208A and 208C.

[0063] When virtual router 214 receives data traffic originating from VM 227A and destined
for BMS 228, virtual router 214 performs a lookup of its forwarding table and determines
that the next hop is TOR switch 106C. Virtual router 214 may encapsulate a VXLLAN outer
packet to the data traffic to tunnel the data traffic to TOR switch 106C. When TOR switch
106C receives the VXLAN encapsulated data traffic, TOR switch 106C de-encapsulates the
VXILAN outer header and performs a lookup of the next hop based on the VNID. TOR
switch 106C may determine from the lookup that the next hop PNF 210B and forwards the
data traffic to the right interface of PNF 210B. PNF 210B can use the VNID to determine
that routing instance 208C is to be used to forward the data traffic to the next hop, in this
case, TOR switch 106B. PNF 210B can perform a label swap as part of forwarding the
traffic to cause the traffic to be forwarded by TOR switch 106B to PNF 210A. PNF 210A
can determine, from the VNID in the VXLAN header, that routing instance 208A is to be
used to determine how the data traffic is to be forwarded. A lookup of the appropriate
routing table in routing instance 208A determines that TOR switch 106 A is the next hop for
traffic destined for BMS 228.

[0064] The examples illustrated in FIGs. 2A and 2B show a service chain 202 with two
PNFs. A service chain may include more than two PNFs. Each of the PNFs in a service
chain may be communicatively coupled to a TOR. As noted above, each PNF may be
configured with two routing instances 208. Additional examples of a service chain between
virtual entities of different networks is further described in U.S. Patent No. 9,634,936,
entitled “SERVICE CHAINING ACROSS MULTIPLE NETWORKS,” filed June 30, 2014,
the entire contents of which is incorporated by reference herein.

[0065] FIG. 3 is a block diagram illustrating an example service chain having a combination

of physical network functions and virtualized network functions in accordance with one or
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more aspects of the techniques described in this disclosure. In the example of FIGs. 2A and
2B, service chain 202 includes PNFs only. In some implementations, a service chain may
include both PNFs and VNFs, as shown in FIG. 3.

[0066] In the example shown in FIG. 3, service chain 302 may include PNF 210A, PNF
210B and TOR switch 106B as described above with respect to FIGs. 2A and 2B.
Additionally, service chain 302 may include service node 304 hosting a VNF 312, and a
virtual router 310 coupling service node 302B to PNF 210B. VNF 312 of service node 304
may provide a service to data traffic such as a firewall, Deep Packet Inspection (DPI),
Intrusion Detection System (IDS), Intrusion Preventions System (IPS), carrier grade network
address translation (CG-NAT), media optimization (voice/video), IPSec/VPN services,
transport control protocol (TCP) optimization and header enrichment, caching, HTTP
filtering, counting, accounting, charging, and load balancing of packet flows or other types of
services applied to network traffic.

[0067] SDN controller may construct service chain 302 in a similar manner to that describe
above with respect to service chain 202 of FIGS. 2A and 2B. However, when coupling a
PNF and a VNF in a service chain, SDN controller may use a virtual router instead of a TOR
to couple the PNF to the VNF. Thus, in the example illustrated in FIG. 3, PNF 210B is
coupled to VNF 312 (i.e., the service node 302 hosting VNF 312) via virtual router 310.
[0068] The example illustrated in FIG. 3 shows a VNF as the tail end of service chain 302. It
will be appreciated that a VNF may appear in other places in a service chain. For example, a
VNF may be configured as the head end of a service chain, or between VNFs and PNFs in a
service chain.

[0069] FIG. 4 illustrates an example controller operating in accordance with one or more
aspects of the techniques described herein. SDN controller 400 may represent an example
instance of SDN controller 112 of FIGS. 1, 2A and 2B. Although illustrated and described as
a physically distributed and “virtual” network controller, some examples of SDN controller
400 may be both physically and logically centralized within an appliance or server.

[0070] As illustrated in the example of FIG. 4, SDN controller 400 includes one or more
controller nodes 402A—402N (collectively, “controller nodes 402”). Each of controller nodes
402 may represent a distributed and “virtual” network controller of SDN controller 400.

Controller nodes 402 that peer with one another according to a peering protocol operating
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over a network, which may represent an example instance of a switch fabric or 1.2/1.3 TP
fabric. In the illustrated example, controller nodes 402 peer with one another using a Border
Gateway Protocol (BGP) implementation, an example of a peering protocol. In this sense,
controller nodes 402A and 402N may represent a first controller node device and a second
controller node device peered using a peering protocol. Controller nodes 402 include
respective network discovery modules 464A—464N to discover network elements of the
network.

[0071] Controller nodes 402 provide, to one another using the peering protocol, information
related to respective elements of the virtual network managed, at least in part, by the
controller nodes 402. For example, controller node 402A may manage a first set of one or
more servers operating as virtual network switches for the virtual network. Controller node
402 A may send information relating to the management or operation of the first set of servers
to controller node 402N by BGP 468A. Other elements managed by controller nodes 402
may include network controllers and/or appliances, network infrastructure devices (e.g., 1.2
or L3 switches), communication links, firewalls, and controller nodes 402, for example.
Because controller nodes 402 have a peer relationship, rather than a master-slave
relationship, information may be shared between the controller nodes 402.

[0072] Each of controller nodes 402 may include substantially similar components for
performing substantially similar functionality, said functionality being described hereinafter
primarily with respect to controller node 402A.

[0073] Controller node 402A may include a configuration database 460A for storing
configuration information related to a first set of elements managed by controller node 402A.
Control plane components of controller node 402A may store configuration information to
configuration database 460A using interface 440. Controller node 402A may share at least
some configuration information related to one or more of the first set of elements managed
by controller node 402 A and stored in configuration database 460A, as well as to receive at
least some configuration information related to any of the elements managed by others of
controller nodes 402, Some or all of IP routing table 223 and EVPN routing table 224 as
described in FIGs. 2A and 2B) may be stored by control nodes to facilitate operation of
network discovery modules and BGPs 468.
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[0074] SDN controller 400 may perform any one or more of the illustrated SDN controller
operations represented by modules 430, which may include orchestration 432, user interface
434, global load balancing 436, and one or more applications 438. SDN controller 400
executes orchestration module 432 to facilitate the operation of one or more virtual networks
in response to a dynamic demand environment by, e.g., spawning/removing virtual machines
in data center servers, adjusting computing capabilities, allocating network storage resources,
and modifying a virtual topology connecting virtual switches of a virtual network. SDN
controller global load balancing 436 executed by SDN controller 400 supports load balancing
of analytics, configuration, communication tasks, e.g., among controller nodes 402.
Applications 438 may represent one or more network applications executed by controller
nodes 402 to, ¢.g., change topology of physical and/or virtual networks, add services, or
affect packet forwarding.

[0075] User interface 434 includes an interface usable to an administrator (or software agent)
to control the operation of controller nodes 402. For instance, user interface 434 may include
methods by which an administrator may modify, ¢.g., configuration database 460A of
controller node 402A. Administration of the one or more virtual networks operated by SDN
controller 400 may proceed by uniform user interface 434 that provides a single point of
administration, which may reduce an administration cost of the one or more virtual networks.
[0076] Controller node 402A may include a control unit such as a control plane virtual
machine (VM) 410A that executes control plane protocols to control and monitor a set of
network elements. Control plane VM 410A may in some instances represent a native
process. In the illustrated example, control plane VM 410A executes BGP 468A to provide
information related to the first set of elements managed by controller node 402A to, e.g.,
control plane virtual machine 462N of controller node 402N. Control plane VM 410A may
use an open standards based protocol (e.g., BGP based 1.3VPN) to distribute information
about its virtual network(s) with other control plane instances and/or other third party
networking equipment(s). Given the peering based model according to one or more aspects
described herein, different control plane instances (e.g., different instances of control plane
VMs 410A—410N) may execute different software versions. In one or more aspects, e.g.,
control plane VM 410A may include a type of software of a particular version, and the

control plane VM 410N may include a different version of the same type of software.
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[0077] Control plane VM 410A may communicate with physical and virtual routers using a
communication protocol. Virtual routers or switches facilitate overlay networks in one or
more virtual networks. In the illustrated example, control plane VM 410A uses Extensible
Messaging and Presence Protocol (XMPP) 466 A to communicate with at least one virtual
router for a virtual network (e.g., virtual routers 14 of FIGS. 1, 2A and 2B). Virtual network
route data, statistics collection, logs, and configuration information may in accordance with
XMPP 466 A be sent as XML documents for communication between control plane VM 410A
and the virtual routers. Control plane VM 410A may in turn route data to other XMPP
servers (such as an analytics collector) or may retrieve configuration information on behalf of
one or more virtual network switches. Control plane VM 410A may further execute a
communication interface 440 for communicating with configuration virtual machine (VM)
408A associated with configuration database 460A. Communication interface 440 may
represent an IF-M AP interface.

[0078] Controller node 402A may further include configuration VM 408A to store
configuration information for network elements and to manage configuration database 460A.
Configuration VM 408A, although described as a virtual machine, may in some aspects
represent a native process executing on an operating system of controller node 402A. In
some aspects, configuration VM 408 A may include a configuration translator, which may
translate a user friendly higher-level virtual network configuration to a standards based
protocol configuration (e.g., a BGP L3VPN configuration), which may be stored using
configuration database 460A.

[0079] Virtual routers may be controlled by SDN controller 400 implement the layer 4
forwarding and policy enforcement point for one or more end points and/or one or more
hosts. The one or more end points or one and/or one or more hosts may be classified into a
virtual network due to configuration from control plane VM 410A. Control plane VM 410A
may also distribute virtual-to-physical mapping for each end point to all other end points as
routes. These routes may give the next hop mapping virtual IP to physical IP and
encapsulation technique used (e.g., one of IPinlP, NVGRE, VXLAN, ¢tc.).

[0080] Any of the virtual network controller operations represented by modules 430 may
direct/request controller nodes 402 to establish a service chain for steering traffic, from a

BMS and virtual machine across different networks, through a sequence of one or more
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PNFs 404 and/or VNFs (not shown in FIG. 4). UI 434, for instance, may receive a client
request to create a service chain (e.g., service chains 202, 302 of FIG. 2A, FIG. 2B and FIG.
3) for client traffic. As another example, one of applications 438 may request a service chain
for application traffic for the application.

[0081] Control plane VMs 410A—410N also include respective service chain units 470 A—
470N that implement service chains in accordance with techniques described in this
disclosure. Operations of service chain units 470A-470N are described hereinafter with
respect to service chain unit 470A for ease of description purposes. Service chain unit 470A
monitors routes obtained by control plane VMs 410 via XMPP 466A from virtualized
elements controlled by SDN controller 400 as well as, in some instances, routes generated by
SDN controller 400 for configuring the elements.

[0082] In accordance with techniques described herein, service chain unit 470A may
establish requested service chains in part by modifying and re-originating routes into
networks of elements controlled by SDN controller 400 using techniques described herein.
For example, SDN controller 400 may receive a request (e.g., via UI 434) to configure an
inter-LR service chain between BMS 428A and a destination endpoint, ¢.g., VM 413N, via
one or more PNFs or VNFs

[0083] SDN controller 400 may configure network elements to direct traffic from a source
network 422A to a destination network 422N via one or more TORs and/or service node
VMs 415. To direct traffic from source network 422A to a destination network 422N via the
PNFs and VNFs of a service chain, service chain unit 470A may configure two routing
instances in the PNFs of a service chain, and generate VNIDs for the routing instances.
Service chain unit 470A may obtain a route and re-originate the route as described above
with respect to FIGs. 2A and 2B. For example, SDN controller 400 may use XMPP 466N to
obtain an IP route to a destination endpoint, e.g., VM 415N. In one example, SDN controller
400 may obtain the IP route from a virtual network agent 413N of server 412N hosting VM
415N. SDN controller 400 may store the IP route in an IP routing table in control plane VM
410A (not shown). Service chain unit 470 A may the re-originate the route, including
assigning VNIDs as 1.3 labels for next hops through the service chain. Although the
examples described herein are described with specific control plane VMs, the techniques can

be performed by any of the control plane VMs of SDN controller 400.
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[0084] FIG. 5 is a flowchart 500 illustrating example operations for providing inter-I.R
service chaining, in accordance with one or more aspects of the techniques described in this
disclosure. While described with respect to SDN controller 112 of FIG. 1, the example
operations of flowchart 500 may be applied by any controller, server, appliance, management
system, or other suitable network device, to perform techniques described herein. The
operations FIG. 5 are described with respect to configuring service chain 202 in network
system 2 of FIGS. 2A and 2B and configuring the service chain 202. In some examples,
SDN controller 112 may perform the operations of flowchart 500 to provide inter-LR service
chaining from a bare metal server to a virtual execution element (e.g., a virtual machine).
[0085] In the example of FIG. 5, SDN controller 112 may create a service chain between two
logical routers (¢.g., logical router 218 and virtual router 214) (502). The service chain may
include one or more PNFs communicatively coupled by a TOR.

[0086] SDN controller 112 may create two routing instances for each PNF in the service
chain (504). The first routing instance may be associated with a virtual network on the left
side of the service chain (e.g., a virtual network at the head-end of the service chain such as
IVN 206A of FIG. 2). The second routing instance may be associated with a virtual network
on the right side of the service chain (e.g., a virtual network at the tail-end of the service
chain such as IVN 206B of FIG. 2).

[0087] SDN controller 112 may generate VNIDs for each of the routing instances of each
PNF in the service chain. In some examples, the VNIDs are generated for the virtual
network associated with the routing instance. For example, the first routing instance of each
PNF will have a VNID associated with the left network, and the second routing instance of
cach PNF will have a VNID associated with the right network. The VNIDs generated for
routing instances associated with the left network may be different from one another, as is the
case for the VNIDs generated for the routing instances associated with the right network.
SDN controller 112 may configure the routing instances with their corresponding VNIDs
(508).

[0088] SDN controller 112 may create a first route through the service chain from one or
more devices on the left network (e.g., a source network) to one or more devices on the right
network (e.g., a destination network) (510). SDN controller 112 may obtain, from the

destination network, a route that specifies a next hop to a destination address reachable by the
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destination network. In some examples, SDN controller 112 may obtain an IP route from the
destination network that specifies a virtual machine (e.g., VM 227A of FIG. 2A) that is
reachable by the destination network (e.g., IVN 206B).

[0089] SDN controller 112 may create the first route through the service chain by modifving
the route obtained from the destination network. For example, SDN 112 may modify the
route by specifving the network address of a PNF as the next hop for the destination address
for packets received from devices on the left network. In some examples, specifying the next
hop includes specifying a network address and a VNID of the first routing instances as a
label for the next hop. Thus, SDN controller 112 modifies the obtained IP route to direct
traffic to one or more of PNFs of the service chain rather than directly to destination network.
In some aspects, if SDN controller 112 obtains an IP route from the destination network,
SDN controller 112 may re-originate the IP route as an EVPN route to the PNF. For
example, SDN controller 112 may re-originate an IP6 route as an EVPN type 5 route.

[0090] SDN controller112 may continue to create the first route through the service chain by
specifying, for each remaining PNF in the service chain towards the right network, a network
address and the VNID of the first routing instance of the next PNF in the service chain
towards the right network as a label for the next hop.

[0091] SDN controller 112 may create a second route through the service chain, wherein the
second route is route from the right network back to the left network (e.g., from the
destination network back to the source network) (512). In this case, SDN controller 112 may
specify a route from a TOR coupled to a logical router on the right side of the service chain
(e.g., virtual router 214 of FIG. 2B) to the PNF at the tail-end of the service chain (e.g., PNF
210B of FIG. 2B). In some aspects, the next hop configured at the TOR may specify the
network address and VNID associated with the second routing instance of the PNF at the tail-
end of the service chain. In the case of creating the second route SDN controller 112 may re-
originate an EVPN route as an IP route to the PNF. For example, SDN controller 112 may
re-originate an EVPN type 5 route to an IP6 route.

[0092] SDN controller112 may continue to create the second route through the service chain
by specifying, for each remaining PNF in the service chain towards the left network, a
network address and the VNID of the second routing instance of the next PNF in the service
chain towards the right network as a label for the next hop.
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[0093] The techniques described in this disclosure may be implemented, at least in part, in
hardware, software, firmware or any combination thereof. For example, various aspects of
the described techniques may be implemented within one or more processors, including one
or more microprocessors, digital signal processors (DSPs), application specific integrated
circuits (ASICs), field programmable gate arrays (FPGAs), or any other equivalent integrated
or-discrete logic circuitry, as well as any combinations of such components. The term
“processor” or “processing circuitry” may generally refer to any of the foregoing logic
circuitry, alone or in combination with other logic circuitry, or any other equivalent circuitry.
A control unit comprising hardware may also perform one or more of the techniques of this
disclosure.

[0094] Such hardware, software, and firmware may be implemented within the same device
or within separate devices to support the various operations and functions deseribed in this
disclosure. In addition, any of the described units, modules or components may be
mmplemented together or separately as discrete but interoperable logic devices. Depiction of
different features as modules or units is intended to highlight different functional aspects and
does not necessarily imply that such modules or units must be realized by separate hardware
or software components. Rather, functionality associated with-one or more modules or units
may be performed by separate hardware or software components, or integrated within
common or separate hardware or software components.

[0095] The techniques described in this disclosure may also be embodied or encoded in'a
computer-readable medium, such as a computer-readable storage medium, containing
instructions. Instructions embedded or encoded in a computer-readable storage medium may
cause a programmable processor, or other processor, to perform the method, e.g., when the
instructions are executed. Computer readable storage media may include random access
memory (RAM), read only memory (ROM), programmable read only memory (PROM),
erasable programmable read only memory (EPROM), electronically erasable programmable
read only memory (EEPROM), flash memory, a hard disk, a CD-ROM, a floppy disk, a

cassette, magnetic media, optical media, or other computer readable media.
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Application Number 18/297,291
Preliminary Amendment

AMENDMENTS TO THE CLAIMS

This listing of claims will replace all prior versions and listings of claims in the application.

Listing of Claims:

Claims 1-20 (Canceled).

Claim 21 (New): A software-defined networking (SDN) controller comprising:
processing circuitry having access to memory, the processing circuitry configured to:

obtain a first route, the first route comprising a destination address of a virtual network;
and

output a second route comprising (1) the destination address, (2) a next hop address that
1s a network address for a device, and (3) a label identifying a routing instance configured in a
physical network function (PNF) device,

wherein the label is different than a Virtual eXtensible Local Area Network (VXLAN)

identifier for the virtual network.

Claim 22 (New): The SDN controller of claim 21,
wherein the label comprises a VXLAN identifier.

Claim 23 (New): The SDN controller of claim 21, wherein the processing circuitry is
configured to:

configure the routing instance in the PNF device; and

configure the PNF device to use a routing table of the routing instance for forwarding a

packet that includes the label identifying the routing instance.

Claim 24 (New): The SDN controller of claim 21,

wherein the device comprises a top of rack switch.
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Claim 25 (New): The SDN controller of claim 21,
wherein the second route comprises an Ethernet Virtual Private Network (EVPN) Type-5

route that specifies the destination address using an Internet Protocol (IP) prefix.

Claim 26 (New): The SDN controller of claim 21,

wherein the PNF device comprises a first PNF device,

wherein the label comprises a first label, and

wherein the device comprises a first device, and

wherein the processing circuitry is configured to output a third route comprising (1) the
destination address, (2) a next hop address that is a network address for a second device, and (3)
a label identifying a routing instance configured in a second PNF device,

wherein the second label is different than the first label and is different than the VXLAN

identifier for the virtual network.

Claim 27 (New): The SDN controller of claim 26, wherein the processing circuitry is
configured to:

configure the routing instance in the second PNF device; and

configure the second PNF device to use a routing table of the routing instance configured
in the second PNF device for forwarding a packet that includes the label identifying the routing

instance configured in the second PNF device.

Claim 28 (New): A method comprising:

obtaining, by a software-defined networking (SDN) controller, a first route, the first route
comprising a destination address of a virtual network; and

outputting, by the SDN controller, a second route comprising (1) the destination address,
(2) a next hop address that is a network address for a device, and (3) a label identifying a routing
instance configured in a physical network function (PNF) device,

wherein the label is different than a Virtual eXtensible Local Area Network (VXLAN)

identifier for the virtual network.
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Claim 29 (New): The method of claim 28,
wherein the label comprises a VXLAN identifier.

Claim 30 (New): The method of claim 28, further comprising:
configuring the routing instance in the PNF device; and
configuring the PNF device to use a routing table of the routing instance for forwarding a

packet that includes the label identifying the routing instance.

Claim 31 (New): The method of claim 28,

wherein the device comprises a top of rack switch.

Claim 32 (New): The method of claim 28,
wherein the second route comprises an Ethernet Virtual Private Network (EVPN) Type-5

route that specifies the destination address using an Internet Protocol (IP) prefix.

Claim 33 (New): The method of claim 28,

wherein the PNF device comprises a first PNF device,

wherein the label comprises a first label, and

wherein the device comprises a first device,

the method further comprising:
outputting a third route comprising (1) the destination address, (2) a next hop address that is a
network address for a second device, and (3) a label identifying a routing instance configured in
a second PNF device,
wherein the second label is different than the first label and is different than the VXLAN

identifier for the virtual network.

Claim 34 (New): The method of claim 33, further comprising:

configuring the routing instance in the second PNF device; and

configuring the second PNF device to use a routing table of the routing instance
configured in the second PNF device for forwarding a packet that includes the label identifying

the routing instance configured in the second PNF device.
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Claim 35 (New): Non-transitory computer-readable media comprising instructions that,
when executed by processing circuitry, cause the processing circuitry to:

obtain a first route, the first route comprising a destination address of a virtual network;
and

output a second route comprising (1) the destination address, (2) a next hop address that
is a network address for a device, and (3) a label identifying a routing instance configured in a
physical network function (PNF) device,

wherein the label is different than a Virtual eXtensible Local Area Network (VXILAN)

identifier for the virtual network.

Claim 36 (New): The media of claim 35,
wherein the label comprises a VXLAN identifier.

Claim 37 (New): The media of claim 35, wherein the instructions further cause the
processing circuitry to:

configure the routing instance in the PNF device; and

configure the PNF device to use a routing table of the routing instance for forwarding a

packet that includes the label identifying the routing instance.

Claim 38 (New): The media of claim 35,

wherein the device comprises a top of rack switch.

Claim 39 (New): The media of claim 35,
wherein the second route comprises an Ethernet Virtual Private Network (EVPN) Type-5

route that specifies the destination address using an Internet Protocol (IP) prefix.

Claim 40 (New): The media of claim 35,
wherein the PNF device comprises a first PNF device,
wherein the label comprises a first label, and

wherein the device comprises a first device,
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wherein the instructions further cause the processing circuitry to:
outputting a third route comprising (1) the destination address, (2) a next hop address that is a
network address for a second device, and (3) a label identifving a routing instance configured in
a second PNF device,
wherein the second label is different than the first label and is different than the VXILAN

identifier for the virtual network.
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ABSTRACT

Techniques are described in which a centralized controller, such as a software defined
networking (SDN) controller, constructs a service chain that includes a physical network
function (PNF) between a bare metal server (BMS) and a virtual execution element (e.g.,
virtual machine or container), or in some instances a remote BMS, or vice-versa. In
accordance with the techniques disclosed herein, the controller may construct an inter-
network service chain that includes PNFs, or a combination of PNFs and virtualized network
functions (VNFs). The controller may construct an inter-network service chain to steer
traffic between a BMS and a virtual execution element or remote BMS through an inter-
network service chain using Virtual Extensible Local Area Network (VXILAN) as an

underlying transport technology through the service chain.
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